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Abstract—This paper addresses the relation between message
delivery delay and reliability for the communication between a
vehicle and a road side unit (RSU). We focus on sparse vehicular
sensor networks (VSNs), where timely message delivery and
reliable transmission are of significant importance. We present a
mathematical framework for the message delivery delay distri-
bution for a two-lane road, where vehicles in one direction act
as message carriers for the ones in the other direction and have
the freedom to leave the road from randomly distributed road
junctions with a certain probability. Packet generator vehicles
store the original packets till meeting an RSU while sending
multiple copies of each packet to packet carrier vehicles. Our
analysis offers an analytical tool for an intelligent transportation
system (ITS) service provider to determine the minimum RSU
density required to cover a road for meeting a probabilistic
requirement of the message delay. Extensive computer simulation
results show the accuracy of our analysis and clearly indicate the
relation of packet delay and the number of packet replicas.

Index Terms—Delay, vehicular sensor networks, vehicle-to-
infrastructure transmission, disrupted connectivity, road sideunit
placement, information delivery reliability.

I. I NTRODUCTION

Vehicular sensor networks (VSNs) constitute a new net-
working trend with a viable capability. In these networks,
vehicles can gather important data, while on the road, and
process the sensed data to extract valuable information. Unlike
ad hoc sensor networks, VSNs have no tight restrictions on
processing power or storage capacity.

By the aid of a fast and reliable VSN, intelligent trans-
portation systems can provide substantial benefits to transport
infrastructure. For instance, they can be used to avoid roadway
congestion, which adversely affects travel times and fuel
consumption. They also can monitor air pollution levels and
collect information about driving habits. For all intents and
purposes, a VSN that is capable of providing a timely and
reliable data transfer is crucial for the successful operation of
an ITS.

In essence, VSNs are formed on top of vehicular ad hoc
networks by supporting vehicles with sensors that collect data
and use wireless communication to send information to the
ITS. However, the deployment of a fully infrastructure-based
ITS is known to be very costly [2]. Indeed, it is very difficult
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to cover rural areas with vehicular sensors and RSUs such
that every vehicle can always be connected to at least one
nearby RSU during its trip within an area. Moreover, in
these areas, cellular connectivity may not have full coverage.
Furthermore, the placement of RSUs that can enhance VANET
connectivity has different considerations and design aspects [3]
[4] compared to the factors that are taken into account when
designing/planning the coverage of a cellular network (such
as interference, required coverage area, propagation model,
and deployment model). This, in turn, makes the locations of
cellular network base stations, if they exist, suboptimal to serve
the design objectives of a sparse VSN such as connectivity and
packet delivery delay. Consequently, using vehicle-to-vehicle
communication is crucial to facilitate the reporting of sensed
data to RSUs, which represent the gateways to the Internet
and/or the rest of the ITS infrastructure.

Therefore, many researchers currently focus on studying
VSNs in both industry and academia [5]-[8]. In addition, the
US Federal Communications Commission (FCC) has allocated
5.850−5.925 GHz band to promote vehicular communications
for safe and efficient highways. This band will be used
in the emerging radio standard for Dedicated Short-Range
Communications (DSRC) [9] that supports roadside-to-vehicle
and inter-vehicle communications.

For VSNs to become a reality, a number of technical chal-
lenges have to be addressed. First, it is difficult to maintain an
end-to-end connection between vehicles and an RSU, while the
vehicles are moving at high speeds, especially on roads with
a low vehicle density. Second, data packets carrying sensed
information may suffer from excessive delays when delivered
to RSUs if they are transfered by their originator vehicles to
the nearest RSU. However, vehicle-to-vehicle communication
can shorten the packet delivery delay if vehicles moving in
the opposite direction are used. At the same time, vehicle-to-
vehicle communication with vehicles moving in the opposite
direction may not be reliable as those vehicles may exit the
road to uncovered areas before reaching any RSU.

Our objective in this paper is to analyze packet delivery de-
lay with a reliable packet transfer for vehicle-to-infrastructure
communications in a sparse VSN where sensed information
is destined to RSUs. Our analysis aims at characterizing the
packet delivery delay distribution for a two-lane road. Vehicles
in one lane of this road are packet generators moving in a
certain direction while vehicles in the other lane are packet
carriers moving in the opposite direction and carrying the
packet to the nearest RSU. Our analysis focuses on a simple,
but reliable, packet delivery scheme where the original packet
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is stored by its generator vehicle till it meets an RSU. At the
same time, the generator vehicle sends one or more replicas
of each packet to different carrier vehicles (one for each).
We introduce a mathematical framework for characterizing the
packet delivery delay distribution for this scheme. The packet
delay distribution offers a design tool that can determine the
maximum separation distance between two adjacent RSUs
or the minimum number of RSUs covering a road segment
for satisfying a probabilistic requirement of packet delivery
delay. The proposed analytical framework takes into account
the likelihood of a carrier vehicle exiting the road, the spatial
distribution of road junctions, and the vehicle distribution over
a road segment.

The rest of this paper is organized as follows. Section II
highlights the most relevant research works in the literature.
Section III describes the system model under consideration.
Problem formulation, our mathematical framework, and a case
study for known probability distributions are presented inSec-
tion IV. Section V presents simulation and analytical results
for different system parameters and provides a comparative
discussion about another scheme providing no reliable packet
delivery. Finally, Section VI concludes the research.

II. RELATED WORKS

In the literature, most research works related to dis-
rupted connectivity in vehicular communication networks fo-
cus mainly on connectivity analysis [10]-[12] and average
message delay evaluation [11] [13] not on characterizing
message delay distribution and its relation to reliable mes-
sage delivery. Wu et al. in [14] present analytical models to
study spatial propagation of information for one and two-lane
straight roads. They focus mainly on information propagation
speed for vehicle-to-vehicle communications. In [15], the
authors analyze the probability of connectivity using RSUs.
The average length of a connected path from any given
vehicle to an RSU is also calculated. However, no study
about packet delivery delay is provided. The feasibility of
information dissemination using stationary supporting units
(SSUs) is investigated in [16] mainly based on computer
simulations. However, vehicle-to-RSU packet delivery delay
is not addressed.

To the best of our knowledge, no other existing study
in the literature characterizes the delay and reliability of
vehicle-to-infrastructure packet delivery via vehicle-to-vehicle
communication.

III. SYSTEM MODEL

Consider a two-lane road segment. Each lane is a straight
line with a fixed lengtha meters and has two RSUs at its
ends. The road segment lengtha is the distance between
the two points where the transmission ranges of both RSUs
end. We are interested in a network scenario on highways or
rural areas, where the vehicle density (defined as the average
number of vehicles per unit road length) is low enough to have
disrupted vehicle-to-vehicle and vehicle-to-RSU connectivity.
With a high vehicle density, a multihop end-to-end path can be

found between a vehicle and an RSU with a high probability;
however, this case is out of the scope of this research.

Vehicles over the two lanes are moving in opposite direc-
tions as in Figure 1. Assume that all vehicles in the first lane
are moving in the forward direction with a constant speedVf .
Conversely, in the other lane, vehicles move in the backward
direction with another speedVb. Although vehicles moving in
the same direction may meet due to their different locations,
such meeting opportunities are more rare and are less usefulin
shortening packet delivery delay since these vehicles havesim-
ilar speeds. The constant speed assumption helps to investigate
a worst case scenario of a vehicle sensor network that relieson
a sparse VANET where vehicles moving in one lane have the
same speed between two adjacent RSUs. Therefore, packets
are carried either by their originator vehicles or carrier vehicles
moving in the opposite direction. This scenario serves two
important objectives. First, it helps the service providerof an
ITS system to plan for the number of the RSUs that can cover a
road segment in order to satisfy probabilistically a delay bound
on the message delivery delay in the worst case. In fact, the
possibility of packet relaying by intermediate vehicles reduces
the probability of exceeding the packet delivery delay bound
for the same separation distance between adjacent RSUs.
Second, it gives useful insights about the effect of varying
vehicle speed with the other parameters (such as vehicle
density, road junction density, and vehicle exit probability) on
packet delivery delay. Also, with a mathematically tractable
analytical framework, the feasibility of sending multiplecopies
of the same packet in terms of packet delivery delay reduction
can be investigated.

Consider a straight road with road junctions or cross roads
distributed randomly on the second lane as depicted in Figure
1. Consider only the data packets originated from vehicles in
the first lane such as vehicleA. Some vehicles may leave and
others may join at any exit point along the road segment. Thus,
a vehicle may leave the road segment under study either to
another road segment covered by RSUs or to uncovered road.
The former case repeats the problem under research as when a
carrier vehicle leaves the road segment under study to another
segment, the packets it carries will not be delivered to the ITS
system via the RSUs on the road segment under study. Instead,
these packets may be delivered by another RSU on the other
road segment. The location of the RSU receiving the packet on
the other road segment (to satisfy probabilistically the packet
delivery delay) can be determined the same way taking into
account the distance the carrier vehicle has to move in order
to reach this RSU. On the other hand, when a carrier vehicle
leaves the road to uncovered segment this implies that the data
packets carried by this vehicle will be lost.

Since packet carrier vehicles may leave the road segment
without delivering the packets they have received, each gen-
erator vehicle, such as vehicleA in Figure 1, keeps the
original packet in a buffer until the vehicle meets the first RSU
on its way whileN duplicates are sent consecutively toN
approaching vehicles (one for each) in the opposite direction.
Figure 1 shows vehicleB as the first approaching vehicle
for vehicle A. This approach is to increase the reliability
of message delivery, which is required for data messages
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containing critical information.
The vehicle densitiesN1 andN2 for the first lane and the

second lane, respectively, are assumed to be constant over an
observation period, i.e., the average number of vehicles that
leave the road segment under consideration is the same as the
average number of vehicles that enter it. Vehicle transmission
range is assumed to be much smaller than the distancea
between two adjacent RSUs. In general, increasing (or de-
creasing) either the transmission range or vehicle densityhas
the same effect on the packet delivery delay as both increase
(or decrease) the connectivity probability among vehicles[7].
Thus, we represent their influence on our study in terms of
vehicle density only.

Certainly, in a realistic sparse VANET scenario, vehicle
density may change with time as the average number of
vehicles entering the road segment under study may not be
equal to the average number of vehicles leaving the road
segment. However, the objective of our study is to find the
maximum separation distance between two adjacent RSUs
such as the packet delivery delay is bounded probabilistically.
Decreasing the vehicle density in a sparse VANET leads to
decreasing the separation distance between adjacent RSUs that
can satisfy probabilistically a certain packet delivery delay
bound (due to the availability of small number of carrier
vehicles). Thus, a constant worst case vehicle density can be
used by the service provider to plan for the number of RSUs
that can cover a road in a rural area using our mathematical
framework. The bound on the packet delivery delay will stay
satisfied probabilistically if the vehicle density increases over
the worst case value as long as the VSN remains sparse.

As our objective in this paper is to analyze message delivery
delay with reliable packet transmission in mind, we abstract
the packet transmission process for simplicity. In our analysis,
we assume that all messages held by a vehicle will be trans-
mitted during a meeting opportunity with a carrier vehicle with
no bandwidth constraint or wireless transmission impairments.
This assumption is adopted by other researchers such as in
[14]. Consequently, we neglect here the queuing delay as we
address vehicle sensor networks in a sparse VANET scenario
where vehicles report events to the RSUs normally at a low
rate compared to the available transmission rate (e.g.,64 Kbps
for a 3 Mbps transmission rate). The assumption is reasonable
as the lowest data rate supported by IEEE 802.11p is3 Mbps
[19] and the maximum transmission unit (MTU) is around
1500 bytes in size. This implies that, at the worst case, an
MTU takes4 ms to be transmitted to a carrier vehicle or to an
RSU. Two vehicles that are moving in the opposite direction
with speeds such as30 m/s (a relative speed of60 m/s) will
have a meeting time of around2 seconds assuming they have
a small transmission range of only120 meters. This meeting
opportunity is sufficient to transfer500 MTUs. When a vehicle
with the same speed is communicating with an RSU over the
same transmission range, the meeting time will be around8
seconds (i.e., sufficient to transfer2000 MTUs). Taking into
account that IEEE 802.11p allows a data rate up to27 Mbps
and the transmission range can be up to300 m, the number
of transmitted MTUs can grow to a much larger value while
the actual message size can be smaller than the size of an

MTU. Therefore, the introduction of the queuing delay in
this research, complicates the mathematical analysis, specially
when multiple replicas are considered, but with insignificant
effect on the message delivery delay.

To investigate the effect of the physical layer on the pro-
posed mathematical framework, we implement a vehicle-to-
vehicle channel model inside the simulator [17] and show the
impact of the physical channel on the analysis in Section V.

IV. PROBLEM FORMULATION AND MODELING

A. Problem Description

The problem can be described by the aid of Figure 1. Our
main objective is to find the maximum value ofa that allows a
certain required vehicle-to-RSU message delivery delay tobe
attained for the majority of vehicle packets (i.e., the distancea
should be selected to allow only a small fraction of packets to
be delayed when arriving at an RSU). Indeed, timely message
transfer is vital for information exchange over any ITS as the
information content may expire if arrived after a very large
delay. Meanwhile, the number of RSUs that cover the road
segment under study for a probabilistic delay requirement is
directly related to the distancea.

Furthermore, we aim at guaranteeing reliable packet trans-
mission by allowing every packet generator vehicle to store
its packets for direct transmission to an RSU whenever there
is a meeting opportunity between them. Since every packet
has multiple replicas, late replicas will be discarded (in acase
more than one replica are successfully received).

In short, our problem is to find the minimum number of
RSUs to cover a road segment such that the required vehicle-
to-RSU packet delivery delay is probabilistically satisfied for
the first arrived packet copy. In addition, we aim at studying
the effect of increasing the number of replicas on packet
delivery delay. Note that packet carrier vehicles can exit the
road with some probability from randomly distributed road
junctions.

B. Mathematical Framework

Consider the road segment depicted in Figure 1. Our target
is to obtain a general expression for the packet delivery delay
cumulative distribution function (CDF)FT (·) in terms of the
distancea between adjacent RSUs, taking into account that
multiple replicas of every packet are submitted but only oneis
required to be delivered on time. The strategy has two benefits:
First, it helps us to study how the delay distribution is affected
by varying system parameters such as vehicle speeds (Vb, Vf ),
vehicle densities (N1, N2), pc, and the average number of
road junctions per unit length of the road segment under study
λc; Second, it can be used to find the maximum value of
the design parametera (or the RSU density1

a
) that satisfies

certain maximum packet delivery delay constraintTmax with a
violation probability of at mostǫ, as indicated in the following
equation

maximize a

s.t. 1− FT (Tmax) ≤ ǫ.
(1)

In (1), the complementary cumulative distribution function
(CCDF) of the packet delivery delay depends on the value of
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the RSU separation distancea. At a certain RSU separation
distance, the CCDF may be equal to some violation probability
ǫ at certainTmax. Apparently, increasing the separation dis-
tance between adjacent RSUs leads to increasing generally the
packet delivery delay. This implies that the maximum value of
a that satisfies the constraint in (1) can be obtained by solving
the CCDF fora at Tmax.

The problem can be described analytically by

Pr(T ≤ t) =
N
∑

i=0

Pr (T ≤ t, I = i) (2)

whereT 1 is a random variable that denotes the packet delivery
delay andI is a random variable denoting the replica that
has been first delivered successfully by a carrier vehicle to
an RSU. For instance, (I = 2) represents the case where the
second replica reaches the nearest RSU successfully while the
carrier vehicle holding the first replica has exited the road
before meeting an RSU (first replica is not delivered to an
RSU since there is no vehicle overtaking). The case (I = 0)
indicates that all carrier vehicles exit the road before meeting
an RSU.

a
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B

Forward direction

Backward direction

C
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Fig. 1. The road segment under consideration.

In order to find the joint CDF of the packet delivery delay
whenI = i as in (3),

Pr(T ≤ t, I = i) = Pr(T ≤ t|I = i) Pr(I = i), ∀i = 0, . . . , N
(3)

we condition on the location of the packet generator vehicle
and the distance between the packet generator vehicle and the
packet carrier vehicles as in the following

Pr (T ≤ t, I = i) =
a
∫

0

∞
∫

0

. . .
∞
∫

0

Pr(T ≤ t|I = i,D = δ,X1 = x1, ..., XN = xN )

×Pr(I = i|D = δ,X1 = x1, ..., XN = xN )
×f(δ, x1, ..., xN )dx1...dxNdδ

(4)
where D is a random variable representing the distance
between the packet generator vehicle,A, (at the time when
the packet is being sent) and the RSU as in Figure 1,Xj ,
j ∈ {2, . . . , N}, is a random variable that characterizes
the inter-distance between approaching carrier vehicles,X1

1In this paper, we adopt using capital letters to express random variables.

describes the distances between the generator vehicleA and
the first approaching vehicle (e.g.,B is the first approaching
vehicle in Figure 1j = 1) and f(δ, x1, ..., xN ) denotes the
joint probability density function (PDF) ofD andXj (for all
j ∈ {1, . . . , N}).

The computation complexity of (4) depends on the spatial
distribution of the vehicles and the distribution of the number
of road junctions over the road segment. The objective of
providing our mathematical framework is to help the ITS
service provider to plan for the number of RSUs that can
cover a road segment for a probabilistic satisfaction of the
packet delivery delay in a worst case scenario. The framework
depends on the off-line manipulation of the integral in (4)
which can be done numerically by a computer with powerful
hardware. This implies that there is no time or storage scaling
limitations as there is no on-line computations needed.

The first term of the integrand in (4) is described by

Pr(T ≤ t|I = j,D = δ,X1 = x1, ..., XN = xN ) =

u



t−min





a−δ+
j
∑

k=1

xk

Vb
, δ
Vf







 , ∀j ∈ {1, ..., N}
(5)

whereu(.) is the Heaviside unit step function, which is used as
a result of conditioning the packet delivery delay CDF on all
the random variables involved. The minimum function reflects
the fact that the packet delivery delay is the minimum delivery
time between the original copy of the packet and its multiple
replicas in a case any or more than one of them reach the
nearest RSU. The original packet carried by the generator
vehicle arrives after a time ofδ

Vf
, while thejth replica arrives

after
a−δ+

j
∑

k=1

xk

Vb
if its carrier vehicle does not exit the road.

Thus, the unit step function term can be re-written as

u











t−min











a− δ +
j
∑

k=1

xk

Vb

,
δ

Vf





















=































u
(

t− δ
Vf

)

, 0 ≤ δ ≤ min





(a+
j
∑

k=1

xk)Vf

Vb+Vf
, a



 ;

u



t−
a−δ+

j
∑

k=1

xk

Vb



 , min





(a+
j
∑

k=1

xk)Vf

Vb+Vf
, a



 ≤ δ ≤ a.

(6)

For the case where no replica is delivered to an RSU (i.e.,
j = 0), (5) becomes

Pr(T ≤ t|I = 0, D = δ,X1 = x1, ..., XN = xN ) = u

(

t−
δ

Vf

)

(7)
as the packet will be held by its originator vehicle until it
meets an RSU.

The probability that replicaj will be successfully delivered
to an RSU given that the carrier vehicle holding it is located

at a distance ofa− δ +
j
∑

k=1

xk from the nearest RSU, on its
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way at the time of receiving the packet, can be described as

Pr(I = j|D = δ,X1 = x1, ..., XN = xN )
= pl(a− δ + x1)pl(a− δ + x1 + x2)× . . .

. . .

(

1− pl(a− δ +
j
∑

k=1

xk)

)

, ∀j ∈ {1, . . . , N}
(8)

wherepl(y) denotes the probability that a carrier vehicle at
distancey from the next RSU leaves the road from one of the
available road junctions given the number of the available road
junctionsm within this distance over the road segment to the
next RSU. Therefore,pl(y) depends on the exit probabilitypc
and the probability distribution of the number of road junctions
over a distancey of the road as described by

pl(y) = pcG(y, 1) + (pc + pc(1− pc))G(y, 2)+
· · ·+

(

pc + pc(1− pc) + · · ·+ pc(1− pc)
m−1

)

G(y,m)
(9)

whereG(y,m) is probability of havingm exits within the
distance ofy from the location of the carrier vehicle to the
nearest RSU in its way. Here,G(y,m) can be expressed as

G(y,m) = Pr (W (s+ y)−W (s) = m)

whereW (z) is a stationary counting process that characterizes
the number of road junctions within a distance[0, z].

On the other hand, the probability that all packet carrier
vehicles carrying replicas exit the road before meeting an RSU
is given by

Pr(I = 0|D = δ,X1 = x1, ..., XN = xN ) =

pl(a− δ + x1)pl(a− δ + x1 + x2)...pl(a− δ +
N
∑

j=1

xj).

(10)
By manipulating the integral in (4) using (5)-(10), the

cumulative distribution function (CDF) of the packet delivery
delay can be obtained provided that the joint distribution
f(δ, x1, ..., xN ) and G(y,m) are known. The mathematical
framework (4)-(10) does not make special assumptions re-
garding the spatial processes of vehicles and road junctions
on the road segment other than they are stationary processes.
In Section IV-C, we select the Poisson distribution to check
the applicability of our mathematical framework in a practical
scenario since the time headway and the distance headway
between vehicles in a low vehicle density case (vehicle density
not larger than12 vehicle/mile/lane [18]) have been shown to
follow the exponential distribution as reported in [18] and[20].
Also, the usage of Poisson distribution leads to a closed-form
expression for the packet delivery delay distribution, which
can be accurately validated by computer simulations in Section
V-A.

C. Exact Analysis for One Replica and Known Distributions

For simplicity, we address here the case of one replica and
obtain a closed-form solution for the packet delivery delay
CDF.

Initially, vehicles are assumed to be distributed on the road
following a Poisson point process. We also assume that the
number of cross roads within the road segment follows a

Poisson distribution with a parameterλc. Practical values ofλc

can be obtained from [21], which provides measured statistics
to the density of interchanges (road junctions) for some major
cities in the United States. As a result, the vehicle will leave
the road segment within a distance ofy with probabilitypl(y),
which can be manipulated using (9) to obtain

pl(y) = 1− e−λcpcy. (11)

With one replica, the CDF of the packet delivery delay can
be expressed as

Pr(T ≤ t) = Pr(T ≤ t, I = 1) + Pr(T ≤ t, I = 0). (12)

According to (4), we condition on the location of the
packet generator vehicle and the distance between the packet
generator vehicle and the nearest packet carrier vehicle asin
the following

Pr(T ≤ t, I = 1) =
∞
∫

0

a
∫

0

Pr(T ≤ t|I = 1, D = δ,X = x)

× Pr(I = 1|D = δ,X = x)f(δ, x) dδ dx.
(13)

Note that the random variableD is uniformly distributed since
the vehicle location is uniformly distributed overa. In addition,
a packet can be sent randomly at any time. The random
variableX is exponentially distributed since the vehicles form
a Poisson point process. As a result, the joint PDF ofD and
X is given by

f(δ, x) =
1

a
(N1 +N2) e

−(N1+N2)x, 0 < δ < a, x > 0.

(14)
For the caseI = 0, an equation similar to (13) holds (by

replacingI = 1 with I = 0 in (13)).
As described by (5), the first term inside the integration of

(13) is given by

Pr(T ≤ t|I = 1, D = δ,X = x) =

u

(

t−min

(

a− δ + x

Vb

,
δ

Vf

))

. (15)

The unit step function in (15) can be defined according to
(6), taking into account that the original packet arrives tothe
next RSU in the forward direction after a time ofδ

Vf
, while

the carrier vehicle holding the replica arrives to the next RSU
in the backward direction aftera−δ+x

Vb
if the carrier vehicle

does not exit the road.
The probability that the packet carrier vehicle will leave

(I = 0) or not exit (I = 1) the road before delivering its
packets to an RSU, given that the carrier vehicle is located at
a distance ofa− d+x from the next RSU on its way, can be
obtained as

Pr(I = 0|D = δ,X = x) = 1− Pr(I = 1|D = δ,X = x)
= pl(a− δ + x).

(16)
The detailed integration expressions forPr(T ≤ t, I = 1)

andPr(T ≤ t, I = 1) are given in (17) and (18), respectively.
By using (12) and by evaluating the integrations in (17) and

(18), we obtain the exact expressions for the packet delivery
delay CDF as in (19).
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Pr(T ≤ t, I = 1) =
∞
∫

0

1
a
(N1 +N2) e

−(N1+N2)x







min
(

(a+x)Vf
Vb+Vf

,a
)

∫

0

u
(

t− δ
Vf

)

e−λcpc(a−δ+x) dδ






dx

+
∞
∫

0

1
a
(N1 +N2) e

−(N1+N2)x







a
∫

min
(

(a+x)Vf
Vb+Vf

,a
)

u
(

t− a−δ+x
Vb

)

e−λcpc(a−δ+x)dδ






dx.

(17)

Pr(T ≤ t, I = 0) =

∞
∫

0

a
∫

0

u

(

t−
δ

Vf

)

(

1− e−λcpc(a−δ+x)
) 1

a
(N1 +N2) e

−(N1+N2)x dδ dx. (18)

Pr(T ≤ t) =
[(

Vf

a

)

t+K
(

1− e−tVb(λcpc+N)
)

+ e−tVb(λcpc+N)

aλcpc
− e−tλcpcVb

aλcpc

]

u(t)

+

[

e−tVbλcpc

aλcpc
−K

(

e−λcpcaetλcpcVf − e−tVbλcpce−NV (t− a
V )
)

− e−tλcpcVbe
−NV (t− a

V )
aλcpc

]

u
(

t− a
V

)

+





1−
(

Vf

a

)

t−Ke−tVbλcpce−NV (t− a
V ) + e−tλcpcVbe

−NV (t− a
V )

aλcpc
− e−tVb(λcpc+N)

aλcpc

−K
(

1− e−tVb(λcpc+N)
)

+Ke−λcpcaetλcpcVf



u
(

t− a
Vf

)

V = Vb + Vf , N = N1 +N2, K = N
apcλc(λcpc+N) .

(19)

D. Analysis ofN replicas and Known Distributions

As it can be inferred from (4), the number of integrals
depends on the number of replicas. Therefore, when the
number of replicas is more than one, the complexity of
manipulating a closed-form solution for the integration in(4)
increases substantially.

In this section, we present an upper bound on the packet
delivery delay CDF as in (2), which can be used to estimate
analytically an upper bound onTmax in (1) with low mathe-
matical complexity.

Let V C be the set of carrier vehicles moving on the road
segment under study while holding packet replicas to the next
RSU in the backward direction. Consider the case where a
generator vehicle sends only two packet replicas to two carrier
vehicles. The packet delivery delay CDF can be presented as

Pr(T ≤ t) = Pr (min (min (Tf , T1), T2) ≤ t) (20)

whereTf is the delay experienced by the original packet in
reaching the next RSU in the forward direction (Tf = D

Vf
),

T1 andT2 are the delays experienced by the first replica and
second replicas in reaching the next RSU in the backward
direction, respectively, with

T1 =
a−D +X1

Vb

, T2 =
a−D +X1 +X2

Vb

.

The right-hand side of (20) can be expressed as

Pr (min (min (Tf , T1), T2) ≤ t) =
{

Pr (min (Tf , T1) ≤ t) , vc1 ∈ VC, vc2 /∈ VC

Pr (min (Tf , T2) ≤ t) , vc1 /∈ VC, vc2 ∈ VC

}

(21)

wherevcj denotes the carrier vehicle holding thejth replica.
In the first case of (21),vc2 leaves the road segment under
study without delivering the packet replica it holds. Similarly,
in the second case,vc1 leaves the road without meeting the
next RSU.

In fact, Pr (min (Tf , T1) ≤ t) can be represented by the
same expression as in (19) when the vehicle distribution over
the road segment follows a Poisson point process and the
number of cross roads follows the Poisson distribution as in
Section IV-C.

For the upper bound we seek, the term
Pr (min (Tf , T2) ≤ t) in (21) can also be expressed by
(19) after changing the vehicle density in the first lane to be
N1

2 instead ofN1 since

Pr(X1+X2 ≤ x) ≤ Pr(min(X1,X2) ≤ x/2) = 1−e−(
N1
2 +N2)x

(22)
which implies that the packet delivery process of the second
replica is similar to the case of a single replica but with less
vehicle density in the first lane. This leads to

Pr (min (min (Df , D1), D2) ≤ t) ≤
Pr
(

vc1 ∈ VC, vc2 /∈ VC
)

Pr (min (Tf , T1) ≤ t)
+ Pr

(

vc1 /∈ VC, vc2 ∈ VC
)

Pr (min (Tf , T2) ≤ t)
(23)

The rest of the terms in the right hand side of (23) are given
by (24) and (25). In essence, the mathematical approach thatis
used to obtain the upper bound in (23) is not limited to the case
of two replicas. It can be directly applied to any number of
replicas by using a similar argument to (21) and changing (23)
accordingly. Apparently, (23) can be used to obtain an upper
bound on maximum packet delivery delayTmax in (1) for a
certain RSU separation distancea. We compare the analytical
results of estimatingTmax analytically for different number
of replicas with computer simulations in Section V-C.

V. SIMULATION RESULTS AND DISCUSSION

In this section, we first validate our analysis using computer
simulations. Subsequently, we use our analytical model to
study the effect of varying system parameters on the required
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Pr
(

vc1 ∈ VC, vc2 /∈ VC
)

=

(

1−
a
∫

0

δ
∫

0

pl(a− δ + x1)(N1 +N2)e
−(N1+N2)x1dx1dδ

)

×

(

a
∫

0

δ
∫

0

δ
∫

0

pl(a− δ + x1 + x2)(N1 +N2)e
−(N1+N2)x1N2e

−N2x2dx1dx2dδ

) . (24)

Pr
(

vc1 /∈ VC, vc2 ∈ VC
)

=

(

a
∫

0

δ
∫

0

pl(a− δ + x1)(N1 +N2)e
−(N1+N2)x1dx1dδ

)

×

(

1−
a
∫

0

δ
∫

0

δ
∫

0

pl(a− δ + x1 + x2)(N1 +N2)e
−(N1+N2)x1N2e

−N2x2dx1dx2dδ

)

.

. (25)

RSU density, under the constraint of satisfying the packet de-
livery delay requirement probabilistically. We also investigate
the effect of transmitting multiple replicas of the same packet
on packet delivery delay.

A. Model Validation

The ns-2 simulator is used for simulations in order to
validate our analysis. We implement the mobility model
mentioned in Section III inside the ns-2 mobility scenario
generator. In this mobility model, vehicles are forced to move
with a constant speed over a two-lane straight line along a
road segment of fixed length. The spatial distribution of the
vehicles over the road segment follows Poisson point process.
One RSU is placed at each end of the road segment. Vehicles
in the first lane are moving in the forward direction, while in
the second lane vehicles are moving in the opposite direction
as in Figure 1. Only vehicles on the first lane are active data
traffic sources, while the vehicles in the other lane receive
the packets from the vehicles on the first lane, store them,
and then send them all to the RSU at the end of the road
segment when the transmission range allows. IEEE 802.11 is
used as the medium access control (MAC) protocol for the
single channel system in the simulator as the draft standard
IEEE 802.11p [19] is proposed to support ITS applications.
IEEE 802.11p mainly takes into account the issues related
to fast mobility of vehicles when connecting to RSUs. For
instance, IEEE 802.11p uses a small channel bandwidth (only
10 MHz) to suit the fast mobility physical layer issues such
as large delay spread. In addition, IEEE 802.11p allows
a vehicle to start exchanging data with an RSU once the
transmission range allows without the need to wait for the
completion of the authentication and association procedures.
This feature accommodates fast vehicles that stay within the
transmission range of an RSU for a short time. Moreover, the
main access mechanism of IEEE 802.11 (RTS-CTS-DATA-
ACK) is kept unchanged since IEEE 802.11p MAC layer is
inherited from IEEE 802.11e enhanced distributed channel
access (EDCA) with modifications to some parameters. This
makes the current ns-2 implementation of the MAC layer of
IEEE 802.11 suitable for this research to accurately simulate
IEEE 802.11p as well. In this work, the ns-2 implementation
of the physical layer of IEEE 802.11a is used after changing
its parameters to the physical layer parameters of the IEEE
802.11p as both depend on the orthogonal frequency division

multiplexing (OFDM) technology [19].

TABLE I
SYSTEM PARAMETERS

.

System Parameter Value

Road Segment Length(a) 5km
N1 5 vehicle/km
N2 5 vehicle/km

Exit Probabilitypc 0.3
Road junction Densityλc 0.002

Vf 25m/s
Vb 30m/s

Data traffic is generated by constant bit rate sources with a
very low rate as compared to the channel data rate, which
guarantees that the contact time between two vehicles is
sufficient for packet exchange. Table I gives the key system
parameter values used in the analysis and simulations unless
otherwise specified. Here, we assume that generator vehicles
send only one replica of each packet to the carrier vehicles
they meet, while keeping the original packet until they meet
the next RSU.

Figure 2 shows the cumulative distribution function of the
packet delay probability distribution (with the delay values
approximated to the nearest integer) obtained from the sim-
ulator and the analytical results obtained from (19) for two
exit probability values, namely,pc = 0 and pc = 0.3. The
simulated cumulative distribution function is obtained using
600 runs, where each run represents200s of system time.
Figure 2 demonstrates that there is a close match between
the analysis and the simulation results, indicating that our
analysis is accurate in characterizing the packet deliverydelay
distribution. The small gap between the simulation and the
analytical results arises mainly from the assumptions thatwe
have used to minimize the mathematical complexity of our
analytical framework. For instance, we abstract the operation
procedure of IEEE 802.11 MAC layer while the detailed
implementation of IEEE 802.11 MAC protocol is incorporated
in the ns-2 simulator. Also, in the analysis, we assume that
there is no contribution of the vehicles in the same lane in
delivering packets to RSUs as the vehicles move with the same
speed, while this may occasionally happen due to the random
location of these vehicles.

B. RSU Density and System Parameters

In this section, we study the effect of varying key system
parameters such as exit probability, road junction density,
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Fig. 2. Packet delivery delay CDF (analysis and simulation).

vehicle density, and vehicle speed on the required RSU density.
Indeed, the separation distancea between two adjacent RSUs
translates directly to the RSU density. Here, we solve (1) for
the case of one replica to get analytically the value ofa, which
satisfiesTmax = 30s and ǫ = 5% for different values of key
system parameters.
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Fig. 3. The maximal RSU separation distance with different exit probabilities
and road junction densities.

Figure 3 shows the effect of changing the exit probability
on the RSU density with different road junction densities. It is
observed that, as the exit probability increases, the maximum
RSU separation distance for satisfyingTmax and ǫ decreases
significantly. This is expected as, when carrier vehicles have
more tendency to exit the road, it is more likely that a packet
will reach an RSU carried only by its generator. As depicted
also in Figure 3, the decrease in the RSU separation distance
is faster at a smaller value ofpc (pc < 0.4) while it becomes
much slower with large values of road junction densities since
the vehicles have more tendency to exit with the availability
of large number of road junctions. Certainly, a high leaving
probability increases the number of RSUs required to cover a
road for certain packet delivery delay requirements.

Figure 4 shows the variation of the RSU separation distance
with different vehicle speeds in the forward directionVf and
different exit probabilities, forN1 = N2. It can be clearly seen
that, asVf increases, the RSU separation distance increases
linearly. Indeed, as the generator vehicles move faster, the
speed of delivering the original packet to the next RSU
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Fig. 4. The maximal RSU separation distance with different exit probabilities
and vehicle speeds in the forward directionVf .

increases, which has a direct impact on shortening the time
that a generator vehicle will take to meet a carrier vehicle
or the next RSU. This translates directly to a decrease in the
packet delivery delay for the same RSU separation distance
or alternatively an increase in the RSU separation distancefor
the same maximum delay. The effect of the exit probability on
the RSU separation distance is also evident from the result.
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Fig. 5. The maximal RSU separation distance with different exit probabilities
and vehicle speeds in the backward directionVb.

Figure 5 illustrates the effect of varying vehicle speed in
the backward directionVb and the exit probability on the RSU
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separation distance. It is clear that, whenVb increases, the RSU
separation distance increases for the smallpc value. However,
whenpc tends to be larger, changingVb does not constitute a
significant impact on the RSU separation distance for samepc.
The reason is that we address a low vehicle density scenario.
When pc becomes high, the number of carrier vehicles that
do not exit the road before meeting the next RSU becomes
fairly small with a large probability. Consequently, changing
the speed of carrier vehicles do not have a significant impact
on the RSU separation distance when carrier vehicles tend to
exit the road with a high probability.
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Fig. 6. The maximal RSU separation distance with different road junction
and vehicle densities.

The relation between the road junction density and the
RSU density for various vehicle density values is illustrated
in Figure 6. It can be observed that the required maximum
RSU separation distance significantly decreases when the road
junction density increases. This is anticipated as, for thesame
road segment, when we decrease the available number of
road junctions, the expected number of carrier vehicles that
exit the road decreases (for the same exit probabilitypc).
This implies an increasing role of packet carrier vehicles in
delivering packets to the RSU, which translates directly to
a higher probability of a small packet delivery delay (or a
largera for the sameTmax and ǫ). Figure 6 also shows that
the required RSU density increases as the vehicle density
decreases for the same road junction density. A low vehicle
density reduces meeting opportunities between the generator
and carrier vehicles for a certaina, which gives less favor to
packet transfer on the backward direction, and in turn increases
the probability of a long delay. In addition, we can infer from
Figure 6 that the impact of varying vehicle density on the
RSU density decreases as the road junction density increases.
The explanation for this relates to an increase in the number
of carrier vehicles, which tend to leave the road when the
road junction density increases for the same value of exit
probability. This implies that the larger the vehicle density,
the larger the number of carrier vehicles likely leaving the
road, which leads to a non-significant impact of the vehicle
density on the RSU separation distance.

C. Multiple Replicas and the Packet Delivery Delay

Next, we investigate the effect of sending multiple replicas
by a generator vehicle on the packet delivery delay via
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Fig. 7. Maximum packet delivery delay versus the number of replicas.

computer simulations. Figure 7 is obtained using the following
values of system parameters:λc = 0.004, pc = 0.7, N1 =
N2 = 5 vehicle/km, andǫ = 0.05, while the other system
parameters are kept the same as in Table I. It is observed that
the maximum packet delivery delay (Tmax) decreases with an
increasing number of replicas. This is anticipated since sending
more replicas by the generator vehicle boosts the chances that
one or more carrier vehicles will meet the next RSU and send a
replica to it before the delay bound. In addition, Figure 7 also
shows a comparison between the simulation results and the
computedTmax using the upper bound derivation approach
in Section IV-D. The upper bound provides a conservative
estimate toTmax, approximately10% above the simulation
results, for a given value of the RSU separation distancea.

Furthermore, we study the effect of increasing the number
of replicas on the average number of packets received by an
RSU. Table II indicates that the average number of packets
received by an RSU increases almost linearly when the number
of replicas increases. This is expected as we assume all
carrier vehicles have the same exit probability. On the other
hand, it is clearly observed, from Figure 7, that the packet
delivery delay does not decrease monotonically when the
number of replicas increases. Instead, it almost approaches
some asymptotic value. In fact, when the number of replicas
increases, a generator vehicle may not find a sufficient number
of carrier vehicles to send replicas to before meeting the
next RSU. This, in turn, leads to an unnoticeable impact on
the packet delivery delay if the number of replica is kept
increasing above some value (5 replicas in Figure 8).

TABLE II
AVERAGE NUMBER OF RECEIVED PACKETS BY ANRSU AND THE NUMBER

OF REPLICAS

.
Number of Replicas 1 2 3 4 5

Average Number of Packets 435.6 593.8 748.6 901.6 1051.4

Moreover, we have studied on the relation between the
vehicle density and the smallest number of replicas that can
have a significant impact on the packet delivery delay. Figure 8
shows the number of replicas versus the maximum packet de-
livery delayTmax for two different vehicle densities; namely,
1 vehicle/kilometer and0.5 vehicle/kilometer. As depicted in
Figure 8, it is evident that for the case of1 vehicle/kilometer,
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packet delay.

the decreasing trend of the packet delivery delay stabilizes
asymptotically at5 replicas, while it stabilizes at4 replicas
for the case of0.5 vehicle/kilometer. Apparently, this indicates
that the number of replicas with a significant influence on
the packet delivery delay is heavily dependent on the vehicle
density. In addition, increasing the number of replicas fora
given vehicle density, beyond a certain limit, adds no benefit
to reducing the packet delivery delay. On contrary, it loadsthe
RSUs and the ITS telecommunication infrastructure with an
unnecessary number of packet replicas as Table II indicates.

D. Effect of Physical Channel Impairments

For the sake of completeness, we address how the physical
channel impairments affect the packet delivery delay. Inside
the ns-2 simulator, we use the vehicle-to-vehicle physical
channel model as developed in [17]. In this model, the large
scale path loss is characterized by a dual-slope piecewise
linear model [22]. The model is empirical with parameters ob-
tained from hardware measurements over a vehicle-to-vehicle
wireless channel in a suburban environment. The model is
extended in [23] for a vehicle-to-vehicle highway scenario.
The small scale fading is modeled using a correlated-distance
varying Nakagami-m distribution whose severity (the valueof
m) changes based on the time-varying distance between the
sender and the receiver [22]. In addition, the model takes into
account the temporal correlation of fading by a mobile-to-
mobile time-variant power spectrum that depends on the ratio
between the speeds of the sender and the receiver as introduced
in [24].

Figure 9 illustrates the influences of physical channel on
the packet delivery delay. For a low exit probability (such
as pc = 0.1), the physical channel impairments cause an
increase in the packet delivery delay as compared to a free
space path model (no physical channel impairments). Figure
9 also shows that, with increasing the number of replicas,
the physical layer effect becomes insignificant. The reason
is that the impact of physical channel errors on the packet
delivery delay is equivalent to the impact of increasing the
exit probability. This stems from the fact that a packet replica
will not reach an RSU due to channel errors. When the exit
probability is large (pc = 0.7), the effect of the physical layer
impairments is slightly noticed (mainly for the case of one
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replica) since carrier vehicles exit the road anyway with a large
probability and increasing the number of replicas overcomes
channel errors.

E. Discussion

The packet delivery reliability of the scheme introduced in
this work depends on the ability of a packet generator vehicle
to store its packets until it meets the next RSU. We control the
separation distance between adjacent RSUs (or RSU density)
to limit the packet delivery delay probabilistically.

However, if we are concerned with packet delivery delay
without taking into account packet delivery reliability, another
limitation imposed on the RSU density is the packet loss
probability (PLP). The PLP is a measure of the probability of
discarding packets by their holding vehicles when they exitthe
road to an uncovered area. Consider a modified packet delivery
scheme where a generator vehicle sends multiple replicas to
different carrier vehicles without storing the original packet
for delivery to the next RSU in the forward direction.

The packet loss probability, in a case thatN replicas have
been sent by the packet originator vehicle is given by

PLP =

a
∫

0

δ
∫

0

· · ·

δ
∫

0

N
∏

j=1

pl

(

a− δ +

j
∑

k=1

xk

)

×

N
∏

k=1

fk(xk)dx1 · · · dxkdδ ∀j ∈ {1, ..., N} (26)

wherefk(.) is the probability distribution function ofXk, k ∈
{1, . . . , j}.

Figure 10 shows the analytical results of calculating the
integration in (26) numerically for two different values of
a and a small value ofpc (0.1). The figure also depicts
a comparison with the simulation results for the case of
a = 5000m. It is observed that, even with a small value of
pc, the PLP reaches a value of around50% for the case of a
single replica and decreases to around20% for 4 replicas when
a = 5000m. While for a = 2500m, the PLP decreases to30%
for a single replica and is reduced to around3% for the case of
4 replicas. Consequently, we can infer from Figure 10 that asa
increases, the packet loss probability increases. Thus, a small
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a (or a large RSU density) is required to achieve a small, and
hence acceptable, packet loss probability. This implies that a
scheme with a reliable packet delivery is invetiable.

Given the recent advances in the capacity of memory chips,
vehicles are able to store a fairly large amount of packets in
their buffers before meeting an RSU. Therefore, in comparison
with a scheme that does not offer a reliable packet delivery,
storing one copy of every packet in a generator vehicle does
not represent a disadvantage for our scheme; further, this leads
to a smaller required RSU density.

VI. CONCLUSION

In this paper, we present a study of the relation between the
packet delivery delay and the RSU density for vehicle-to-RSU
communication in sparse vehicular sensor networks. We inves-
tigate the case where vehicles moving in one direction send
their packets to vehicles traveling in the opposite direction in
order to deliver the packets to the nearest RSU. We consider
the scheme for a reliable packet delivery, in which a packet
generator vehicle attempts to send multiple copies of each of
its packets to carrier vehicles moving in the opposite direction.
The original packet is carried by its originator vehicle on
its way to the next RSU, and the copies are carried by the
carrier vehicles to the nearest RSU in the opposite direction.
An exact packet delivery delay distribution for the case of one
replica is derived. The analysis offers a mathematical toolfor
RSU deployment given the key system parameters (such as
vehicle exit probability, vehicle speed, road junction density,
and vehicle density) with a probabilistic requirement of packet
delivery delay. Simulation results validate the accuracy of
our mathematical model. Furthermore, extensive computer
simulations are conducted in order to study the influence of
varying the number of replicas on packet delivery delay in
the existence of a realistic vehicle-to-vehicle physical channel
model. An analytical comparison with another scheme where
the originating vehicle does not retain a copy of the transmitted
packets till meeting the next RSU (i.e., no packet delivery
guarantee) shows that our proposed scheme provides a fully
reliable packet delivery while reducing the maximum packet
delivery delay.
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