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Abstract— We argue for Selection cooperation as an alternative ~ These problems with the available protocols for distridute
to Distributed Space-Time Block Coded (DSTBC) transmissions systems can be eliminated with use of Selection cooperation
and other Maximal Ratio Combining (MRC)-based schemes in |5 gych a scheme, as with traditional selection diversity,

cooperative wireless systems. While MRC is optimal in traditional . .
receive diversity schemes, we show that in distributed networks after a data'Sha“”Q phase only the re[ay W'th the strongest
where transmitting nodes have a power, Selection cooperation Channel to the destination would transmit. With— 1 relays,
outperforms MRC-based protocols. We present two different ordersm diversity could be achieved with only one additional
relay selection schemes based on available centralization andorthogonal channel (required by the half-duplex constyain
computing power and show that even the simplest selection yhich precludes nodes from receiving and transmitting @n th
scheme outperforms DSTBC in terms of outage probability. o
same channel) as opposed #o — 1 additional orthogonal
|. INTRODUCTION channels in a MRC system implemented using orthogonal
In distributed wireless systems, cooperative diversitg archannels.
relaying can harness the advantages of multiple antennago date, the performance of Selection has not been ex-
without using multiple antennas on receivers and tranersitt amined in the literature on cooperative diversity. The lavai
For practical distributed networks this is motivated by tleed able references in Selection have focused on network-layer
for simple, inexpensive nodes with limited processing powéssues [8], [9]. In some ways, diversity results can be diyec
and a single receive antenna. Additional antennas, ifaiviai) carried over from traditional receive diversity - it is aldy
can be used to provide further performance gains. understood that selection has the same diversity gain as.MRC
Most available research on cooperative diversity has fedusAlthough in traditional receiver diversity systems MRC lzas
on a coherent addition of multiple independently-fadedie®p higher coding gain than Selection Combining, it is not ckear
of the signal. The challenge in such a system is presentedfsiori that this result would hold in cooperative systembgve
the difficulty of sending multiple copies of the same datarfro each transmission requires a separate orthogonal chandel a
distributed nodes. Several methods of implementing suchsgstem performance can be affected by a per-node power
system have been proposed in the literature. In [1], Sengonaonstraint.
et al. assume the relays know the phase of the relay-dastinat In this paper we show that, in the case of cooperative di-
channel, they can pre-code before transmission such that versity, these considerations change the nature of thdeumob
relay receives coherently added signals. This requires tlad make Selection cooperation a preferable choice to both
terminals have accurate knowledge of the forward channetthogonal and space-time coded transmission. As explaine
and is thus difficult to implement. The authors also propbse tabove, the superior performance of Selection cooperatien o
use of a RAKE receiver in CDMA systems: multiple copies afultiple orthogonal transmissions is easily explained gy t
the signal would be transmitted from all relays using theesamfficient use of bandwidth. The advantage over DSTC-systems
spreading code, and the signals would be collected coligrerin the other hand, is gained not from bandwidth savings, as
with multiple fingers of a RAKE receiver. While practical,both schemes use the same amount of bandwidth, but from
in spite of the increased complexity of the receiver, it tini a more efficient use of power. In DSTC systems, each relay
relaying and cooperative diversity to CDMA systems. must share its available power between all source nodes; in a
Coherent combination can also be achieved through orthdglection cooperation system, a relay node divides its powe
onal transmissions and a maximal-ratio-combiner (MRC) ahly between the users that have chosen that node as a relay.
the receiver [2]-[4], or through distributed space-timele®  Because the power available at a relay node depends on
(DSTC) [5]7]. In networks with several nodes, orthogonghe number of sources supported by that relay, relay setecti
transmissions incur a bandwidth penalty and maintainireg thecomes an interesting problem in the context of Selection
same rate forces an increase in spectral efficiency prapaiti cooperation. In this paper, we analyze two different relay s
to the number of relays. Switching to higher constellatjonkection schemes based on varying degrees of centralizatidn
however, has a detrimental effect both on the outage prolzamplexity tolerance, and show that both schemes outperfor
bility and the BER performance, severely limiting the betsefithe DSTC system of [7].
of diversity [4], [7]. Implementations of DSTCs appear to be This paper is structured as follows. Section Il describes th
problematic since they require symbol and carrier synchreystem model and analyzes the Selection cooperation algo-
nization between distant cooperating nodes. rithm in a system with one source-destination pair. Sedtion



Single Source-Destination, m = 3...8

presents two possible implementations of the scheme in a w0 : : :
distributed network with multiple sources. Detailed dations ‘
are delayed till the appendix. The main body of the paper .t
focuses on the implementation issues and simulation sesult
Section IV concludes the work. 107k
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Il. SELECTION COOPERATION

The distributed system comprises nhodes communicating
with their respective destinations. An in [7], we consider
Decode-and-Forward schemes, although the results pegsent
in the paper can easily be transferred to an Amplify-and- ol
Forward scenario. The channe); between nodes and j is
modelled as flat and slowly-fading Rayleigh with variange
and is independent of the channels. This model is apprepriat
for ad-hoc or mesh networks where each node has its own SNR (@8)

destination. Each node has an average power constraifit of
Joules/symbol Fig. 1. Analytical and Simulated Outage Probability for $&ten Coopera-

. . . tion with a single source-destination paft.—= 1 b/s/Hz,\;; = 1, m = 3...8
We consider both a centralized and a non-centralized ver- 9 P “

sions of the network. A centralized network is governed by
a central unit (CU) with knowledge of network parameters
and the ability to make intelligent decisions based on thislt is also worth mentioning that Selection cooperation
knowledge. In the absence of a CU, the network is nodees require some overhead not present in other MRC-based
centralized and decisions are made locally by the nodek, wiichemes. For every source transmission, all relays in the
limited information regarding the rest of the network. decoding set must transmit a signal informing the destinati

To introduce selection cooperation, consider a singlecgurof their ability to relay. The destination or the CU must then
node s communicating with a destinatiosh with the help of transmit a signal to its selected relay allowing it transmit
m — 1 potential relaysr; ... r,—1. This communication uses All these transmissions must occur on orthogonal channels,
a total bandwidth ofi”’Hz. As in [7], relaying is performed decreasing the available bandwidth for the transmissiah an
in two-phases. In phase one, the source transmits infasmataffecting system performance. We assume, however, that co-
usingW/2 Hz. The destination and each of the— 1 relays operation will be implemented in low-mobility environment
decode this information. The decoding $¥ts) for the source where channels change slowly in time. In such a case, relays
is the set of relays that decoded the information correctly, would not be changed often, and the overhead required would
a nodery, € D(s) if the capacity of the source-relay channebe minimal.
exceeds the required raf&

Pr[Outage]

1 -
510g(1 + lag [’SNR) > R, (1) A. Outage Probability

The probability of outageP,.., defined as the probability

where the factor of 1/2 models the bandwidth expansu%ﬂat the channel average mutual informatifp falls below

required for relaying due to the half-duplex constraintd a . . . o
SNR — P/N, is the non-faded signal-to-noise ratio at r;ilhe required rateR, is an important characterization of any

L . operation protocol [7]. For the scenario described above
receiving node. The scheme of allowing only a subset of all. : -
. . : - Wwith m — 1 potential nodes, the outage probability of the
nodesm — 1 to relay is referred in [7] as Selection Relaying

and it is used to ensure full diversity order in decode—ang—elecnon scheme, in the high-SNR regime, is

forward schemes. We note here the potential ambiguity be- oR m 1

tween the terms “Selection Relaying” and “Selection coaper Pour = [(2*" —1)/SNR] " Asa Z D)+ 1
tion”. While Selection Relaying ensures full-order diveydiy D)

forming a decoding set for each sour&election cooperation X H Arid H As,ris %)
restricts relaying to only one node from the decoding set. ri€D(s) ri¢D(s)

In the second phase, each nodelifs) transmits a symbol
to the destination identifying itself as a member Bfs). Wherel/)\;; is the average channel between noded ;. The
The destination (or the CU) choosessiagle relay with the appendix provides the derivation of (2).
best relay-destination channel to forward the information  This approximation is verified in Figure 1 for increasing
the source using?/2 Hz. Relaying is thus performed onnumbers ofn—1 relays and for\;; = 1 andR = 1 b/s/Hz.. As
orthogonal channels, but because only one relay is chosendmpected, Selection cooperation exhibits full diversitdes:
each source, the bandwidth expansion is only two-fold. Agith m—1 relays, we obtain order diversity. In the following
discussed in Section lll, the choice of relay depends on tkection, this scheme is implemented in a network, and the
centralization in the network and on the tolerable compjexi results compared to those obtained in [7].



I1l. NETWORKIMPLEMENTATION The scheme is of)(m?) complexity in the worst case, as
rea}ch of them destinations must make. — 1 comparisons to
fihd a maximum out of (at most) — 1 channels. The scheme
is also fully decentralized, as each destination picksetayr
independently of all other nodes.

In this section, we extend the concept of Selection coope
tion to network settings, using the notation of [7]. The natkv
is composed of a seM of m nodes. Each node € M has
information to transmit to its own destinatiod(s) ¢ M,
and acts as a potential relay for other nodes\Vih We use B, Optimal Relay Assignment
the notations for a source node and for a relay node; we
emphasize, however, that each nodeAih is a source node
and each node has the potential of acting as a relay node.

As described in Section Il, cooperation occurs in two*"’
phases. In phase one, all nodes use orthogonal channel
transmit information to their respective destinations] aach
node decodes the information from the other— 1 nodes.
For each source node;, a decoding seD(s;) is formed
from the nodes eligible to relay for nodg. In phase two, a
relay is chosen for each sourgefrom its decoding seD(s),

The mutual information of sourcg usingr; as a relay is:
1 SNR
= —log ( 1+ SNR|as, q(s,)|* + lar, ais)l? ), (4)
2 N;

%vﬁ%reNj is the number of source nodes for which ngdee-
lays. One optimal algorithm calculates the mutual infoiorat

of all m users for all possible relay assignments, and picks
the relay assignment which maximizes the minimum mutual
information between then users:

and each relay forwards the information of the source. The r(s1),...,r(sm) =
activity of a nodes; can thus be summarized as follows: in arg max min{ln; 5o Lopm 3, (5)
phase one, it transmits its information; in phase two, itodies Vi1 €D(51),-im €D(sm) T e

the information of the othem — 1 nodes, and forwards thehere,,, denotes the mutual information between source
information of those nodefer which it was chosen asarelay. 4, and its dQestinatiord(32), with noden;,, taken fromD(s,),

A node potentially relaying for several others raises thgsed as a relay. This scheme is@fm™) complexity, as it
question of power allocation. Each node has a discrete powgguires an exhaustive search through all potentil relay
constraint of? Joules/symbol. In the first phase, each sourggymbpinations. The scheme is centralized, as it requires a CU

sends its data using full powét Joules/symbol. In the secondyith global knowledge to assign relays to sources.
phase, each relay divides its power evenly between the sourc

nodes it is supporting. A relay node supporting source C. Outage Probability

nodes will thus useP/N Joules/symbol for each of tha This section presents the analytical and simulated outage

source nodes. Note that a relay node does not know a-prigrbbabilities for the two schemes presented in Sectionnid, a

how many nodes it will relay for and so cannot pre-computgompares them to the outage probability of the distributed

a better power distribution. This is in contrast to the pow&pace-time protocols presented in [7]. The details of the

allocation in the DSTBC scheme of [7], where every nodgerivations can be found in the Appendix.

always relays for all othem — 1 nodes and thus usd3/m  Simple Selection Combining: With equal average channel

Joules/symbol per source in both phases. powers with parameteh, the probability of outage of the
In this section we present two relay selection schemes bassithple Selection Scheme in the high-SNR regime is

on varying degrees of centralization and tolerance of nigaler

complexity. The motivation between complex relay selectio Pr{lsimple—sel < R] =

scheme is the effect of the per-node power constraint has on [(22}% B 1)/SNR}m ymt1 Z K\p(s)|(m) )

the network. Suppose that two source nodgsand s,, are ID(s)|+1°

assigned to the same relayas it has the highest channel to (el

d(s1) andd(s). The power available at nodefor each source Where

is P/2. Better performance could potentially be achieved, m—1 NIPG)I
however, by assigning one of the source nodes to a different  f 5 (m) = Y T;”_LIN)’N’(’”;”N . @
“free” relay node with available powd?. The problem is thus N1 ket =& (m=1)F

to assign relays to source nodes to minimize some figure
merit which depends on channel conditions as well as po
available at the relays.

'mis approximation is verified in Figure 2, which compares
i analytical and simulated results for the Simple Sedacti
scheme. The analytical results are obtained by calculdfihg
for increasing network sizes witk;; = 1 and R = 1 b/s/Hz.
As discussed in the appendix, the approximation assumes
The Simple Selection scheme is implemented in a systefxt the decoding set contains — 1 nodes for every source
without centralization. The destination ef d(s;) picksr(s;), node, i.e., that every potential relay node correctly desdtie
the node with the highest relay-destination channel poa&r, information from every source. The assumption is valid i& th
the relay for source;: high SNR regime.
9 An analytical comparison of the DSTC and Simple Selec-
r(s:) =arg rkglgéi)ﬂa”' Bok=1.. D)l (3) tion scheme is complicated by the difficulty in writing (7)ttwi

A. Smple Relay Assignment



Simple Selection in a Network, m = 3...8 Simple vs. Optimal Selection, m = 3...5
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Fig. 2. Simple Selection Cooperation in a NetwoRk= 1 b/s/Hz,\;; =1,  Fig. 4. Outage Probabilities of Simple and Optimal Selecfide: 1 b/s/Hz,

Simple Selection vs. DSTC, m = 3...8

100 T T T =
ity using simulations. Not surprisingly, performance irongs
with increasing system intelligence. We note, howevet, ttiea

102 L 1 performance of the Simple scheme closely tracks that of the
Optimal scheme for small network sizes, rendering the Simpl
Selection scheme a very good practical choice.
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D. Unegual Average Channels

Pr[Outage]

The result of (7) applies to cases where the average channels
between all nodes are equal. Clearly, this is not the case
in practical systems, where channel power is attenuated by
) distance and faded by shadowing. Although analytical tesul
T ' ' ' | for such a case and general network sizes are difficult tarobta

for the Simple Selection cooperation scheme, in Figure 5
we present simulations which compare the Simple Selection
e 5 0 15 » s scheme to that the DSTC of [7] in this scenario. In this
SR (€8) simulation, the channel powér;;|? is an exponential random
Fig. 3. Outage Probabilities of DSTC of [7] and Simple SetstCombining. Variable with parameteA = ¢, where z is a zero mean
R=1DblsHz,\jj =1, m = 3..8 normally distributed random variable with variance one.
The simulations demonstrate the improvement in perfor-
mance of Simple Selection cooperation over DSTC. It is
tgresting to note that this improvement is higher than for
e equal average channel case shown in Figure 3. This
ap is explained by the fact that the performance of Simple
rr%)erlection improves with increasing channel variation leetw

=
o,
&
T
I

m sources in closed-form. The comparisons are thus preseri
numerically in Figure 3 by calculating (7) and comparing t
(22) in [7]. Note that the Simple Scheme always outperfor

the DSTC scheme, and that the improvement increases nodes which decreases the probability of multiple relayed

increasingm. The superior performance of Selection coo ransmissions at relav nod nd thus. incr the aver
eration over an DSTC scheme might at first seem surprisiltﬁ SmIsslons at refay nodes a us Increases the average
wer of relayed transmissions. We note that this is trug onl

and demonstrate the extent to which the distributed nattire™ _ ) .
cooperation changes the nature of the problem. In a disedbu' 2 d|s_tr|buted scenario, where each node has a different
system where nodes have a power constraint, it is thus tbettegesunat'on'
transmit using full-power from one node with the best ch&nne
than to transmit from alln nodes withl /m th power.

Analytical results for the Optimal Selection scheme are We have presented Selection cooperation as a practical
difficult to obtain; in Figure 4 we present the outage probabialternative to distributed space-time coding. While prowd

IV. CONCLUSIONS



Simple vs. DSTC in a network with unequal average channels probablllty iS

Pr[D(s)] = H exp[—)\SJ(QQR —1)/SNR]
10tk i reD(s)
X H (1- exp[—)\s7r(22p” —1)/SNR])
) r¢&D(s)
10 " 3
92R _ 1 m—D(s)—1

T S e @
[ NR ] x I Aer (10

r&D(s)
B. Outage Probability conditioned on the Decoding Set
In this section, we develop the outage probability for a

=
o,
&
T
|

Wi [Dsem=3 single source node communicating with destinatiod using
ple Selection, m=3 .
O e enion. m= 4 a relay chosen among a maximum-af— 1 relays from the

decoding set.
We begin by defining the random variabl&sandY as

2 4 6 8 lgNR (dé)z 14 16 18 20 22 Y _ |as?d‘2’ (11)
Fig. 5. Outage Probabilities of DSTC of [7] and Simple Setattivith fy(y) = s eXp[i)\de]’ (12)
unequal average channels aRd= 1 b/s/Hz,m = 3,4 X = ma)(c) {|aﬁ7d|27 ‘a?ﬂ27d|27 o |aTN7d|2} 7(13)
r;€D(s
ID(s)]
o , , Fx(z) = [ (1 —exp[-NAay)), (14)
the same diversity order, Selection cooperation does not re =1

quire complex synchronization between relays. The price f@nere the cumulative distribution function of in (14) is

Selection cooperation in a network setting is the overhegdrived using the independence|of, d(s)|2 Vv i. The channel
involved in choosing a relay; although this may have gutual information is thus ’

small detrimental effect on the overall throughput, it does 1

change the straight-forward manner in which the schemedcoul Lser = 5 log(1 + SNR(X +Y)). (15)
be applied. Furthermore, neglecting the potential effexts U
bandwidth-loss due to overhead, both the Simple and OptinEaE
Selection cooperation schemes significantly outperforri©S .7, )
in a distributed system, and the performance of the Simp(I% —1)/SNR:

ing approximatiore® ~ (1 + z) followed by the Binomial
pansion, we obtain the following, whebedenotes

scheme is close to that of the Optimal scheme. =  Pr[lse < R|D(s)]
= Pr[(X+Y) <}
APPENDIX b 1D(s)l

. = [ T1 G- el anhreaespl-Anasldy
In this section, we develop the outage probabiRty7,.; < 0 ;1

R] for Selection cooperation in a single user system. An in [7], |D(s)|

b
we use the total probability law: = Ao H )\r,;,d/ (b— y)ID(S)l(l — As.ay)dy
i=1 0
Prl,e < R =Y _ Pr[D(s)[Pr[lss < R|D(s)]. (8) 1D(s)]
D(s) = )\s,d H )\m,d
=1

A. Probability of the Decoding Set b 1D(s)l

' D) o) =iy
This derivation is given in [7] and is summarized here for % /0 ZO < j b (=)’ (1 = Asay)dy,
the sake of completeness. =

In our Selection cooperation scheme, the source transmgere () = ;. After solving the integral, some
its information using full powe. Nodes are in the decodingManipulations and the use of identiey155 from [10], this
set if their channel from the source satisfies expression reduces to

ID(s)] - D(s)|
Pr[r € D(s)] = Prflas,[>> (2>F —1)/SNR] PPN 4 Y ('D§8)|) —(._l)j II M
= exp[-A,(22F —1)/SNR].  (9) R N A A
1 ID(s)]
Because each relay makes independent decisions and the =yl PO H Arid- (16)
channel fading realizations are independent, the decagbihg [D(s)l +1 i=1



C. Outage Probability a relay and is thus supporting at least one source pi(&/,=

The total outage probability is obtained by substituting)(1 ™[V = 1). Using Bayes’ rule, we obtain
and (16) into (8) _ p{(N=n)&(n>1)}

1 B p{N >1}
— b'ln)\s d
’ D 1
|DZ<S>| D(s)| +

X H )\ri,d H )\s,m

p(N =n|N >1)

PI‘[IS@[ < R] p(N _ TL)

=7 m=1l...m-1
2= PN = k)

N

nEDl)  nEDl) RIEINE o
oR m 1 = o % — % vnm=1l..m-1,

= (@ -D/SNR N D ) [ (22

ID(s)|

23
X H >\r1,d H )\s,ri- (17) ( )
ri€D(s) i @D(s) We note that the approximation of (23), valid for high signal

- . to-noise scenarios, assumes that the relay belongs to the
D. Outage Probability of Smple Sdlection decoding set of every source. Combining (20), (21) and (23)
In this section, we develop the outage probability bounggsylts in:

Simple Selection cooperation in network setting. We begin
with Pr[I,.; < R|N], the outage probability of a source node

Pr[lsirnple—sel < R] = [(22R - 1)/SNR]m )\m+1

s € M communicating with destinatiotiusing a relay already y Z Kip(s)|(m) (24)
supporting a total ofV source nodes and thus expandiRgV ID(s)|+1°
Joules/symbol for each supported source node. The mutual D)l
information is thus where

Lot = Slog(14 SNR x v 4+ MR ¢ 18 S

[ m—N)IN!(m—1

sel = 5 log(1 + XY + ——X), (18) Kip(g(m) =Y L NHNK - ) (25)

whereY and fy (y) are defined in (11) and (12) and N=1 £k=1" (m=k)lki(m—1)*
REFERENCES

X = Nm@%}é){lan,d2,Iarz,dIQ,---,IarN,d\Q},
D(s))|
Fx(z) = ] Q- exp[-NAay). (19) @
=1

The development oPr[/,,; < R|N] is very similar to that |
shown in Sections B and C and we thus give only the fina[I3
result:

NID(s

)
m 4
Pr(l,., < R|N] (227 —1)/SNR]" Ao > DO [4]
ID(s)|
X H )\ri,d H )\s,m~ (20) o)
neD(s)  rg¢D(s)

[6]
The outage probability of Simple cooperation can now be

obtained by again using the total probability law 7
m—1

Pr[liq <R = Y Pr[lq < RINlpn(n),
N=1

(21)

(8]
where we usepy(n) to denote the probability of a relay
supportingV' source nodes, where we exclude the possibilityg
of a source relaying for itself, and thus< N < m — 1.

In the case of equal average channels, this probability ean [5)0]
approximated in the high SNR region as

S B

We are only interested, however, in the probability of a node
supportingn sources, given that it has already been chosen as

pn(n)
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