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Abstract—We study the cross-layer problem of combining where channels change slowly, and such channel adaptation is
routing and cooperative diversity in multi-hop, bandwidth-  possible. In random access networks, this problem is addressed
constrained, networks with dedicated multiple access. Previous ; [5]-[9], where the channel aware routing also considers

work in cooperative diversity nearly always assumes cooperation . .
to be a positive. We show that in a large scale multi-hop network, interference and multiple access. In [10], the authors approach

cooperation must only be used selectively. Our figure of merit this problem in an energy-limited, bandWidth'Un”mite‘j sce-
is achievable data rate between a source and destination at anario. Similarly, Haenggi [11] analyzes various routing strate-

fixed probability of outage. We show that enforcing multiple gies under Rayleigh fading conditions and energy constraints.
hops is detrimental to performance, since each extra hop requires He argues that when various practical network and physical

bandwidth expansion. This performance can be significantly im- | ; idered. | hobs are often preferable to
proved by incorporating a selective cooperative diversity scheme ayer Issues are considered, long nhop P

on a one-hop link. On the other hand, the simulation results Short hops.
show that cooperative diversity does not improve performance  The problem of combining routing with cooperative di-
over a dynamic routing protocol which searches for the optimal, versity, however, has received very little attention. Boyer et
non-diversity, route. Including the search for cooperative nodes 45 [12] analyzed the bit error rate and diversity of multi-
into the dynamic route_search, however, does further increase h twork hil ideri but t bandwidth
flow rates by decreasing the average number of hops and op nelwor S while considering power but not bandwi .
thus decreasing the required bandwidth expansion. This paper Constraints. To the best of our knowledge, all other research in
therefore points to the importance of an integrated approach to this area has been in the sensor and ad-hoc community, where
routing and the physical layer in cooperative networks. energy constraints dominate network performance. In [13]-
[18], the energy consumption of the networks is minimized,;
only in [19] is the throughput maximized, but again under
Cooperative diversity has been shown to provide significashergy constraints.
performance gains in wireless networks where communicationWhile concentrating on energy issues, the authors of these
is impeded by channel fading. Traditionally, cooperative divepapers either ignore bandwidth expansion due to the half-
sity has been seen as extension to multi-antenna diversity sysplex constraint, or assume the availability of exact channel
tems, where maximal ratio combining (MRC) is the preferrekhowledge at the transmitting cooperative nodes that allows
method of implementing receive diversity. Recently, howeveahem to precode data and not suffer bandwidth expansion.
Selection Diversity, referred to as Opportunistic Relaying/hereas this approach is appropriate for networks with
in [1] and Selection Cooperation in [2], has been showpattery-powered nodes, we focus here on static mesh networks
to have some significant advantages over traditional MR&hich impose constraints very different from those in sensor
schemes. Because Selection Cooperation requires that the relagid-hoc networks. Because nodes are static and attached to
node first decode the source message, in a multi-hop settiadixed power supply, energy is no longer a scarce commodity,
selection can be interpreted as a version of routing accordirand is only an issue in so far as it influences the transmission
to instantaneous channel conditioithin an individual hop, of other nodes. On the other hand, these networks are planned
selection cooperation differs from optimal routing only in théor transmitting high-throughput data, a fact which motivates
presence of a source-destination link (which provides for omedesign which maximizes the transmission rate. Furthermore,
additional diversity path). Routing and the implementation @fs argued in [20], as these networks mature, they will enter
cooperative diversity is, therefore, an inherently linked crosa-period of throughput growth characterized by a scarcity of
layer problem that should not isolated for classification inteandwidth, a resource which cannot be neglected.
network and physical layers. This point is also emphasizedTo address these issues, we focus on the problem of
in [3], [4], which investigate channel-adaptive routing andombining routing and cooperative diversity in a multi-hop
propose a per-hop routing approach that maximizes theiesh network with static nodes. We frame this problem as a
measure of information efficiency. rate-maximization problem in a bandwidth-limited, effectively
On a different front, there is increasing consensus in tlemergy-unlimited regime. We use a dedicated multiple-access
research community that a cross-layer, channel-adaptive apheme such as TDMA to resolve the issue of poor scalability
proach to routing is necessary for the continual evolutiasf random access protocols [21]. This also allows us to
of networks. This is particularly true for static networksliminate the MAC layer from our analysis, hence simplifying
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the problem at hand. Because cooperation imposes a causality *Tay  *T2 - *TALM)
structure, TDMA is also particularly well suited, and often ®Te1  *Te2 - ®T(2,M)
consid_ered, for systems e_mpquing .cooptleration [22]. oS : : ))

We implement cooperative diversity using Selection Coop- ©T(m1) ®T(n2) - ®T(nan
eration; we note, however, that the results should hold for eT(N1) ST(N2) .- ®T(N.
any cooperative scheme. As our results will show, cooperative | — ’ (M +1)d BN |
diversity does not provide any rate gains over an optimal _ 3
routing algorithm. This fact is also commented on in [23f18 1. IV x M Network Layout.r(, ,,) denotes a node in positiafr, ).

; . . L . he horizontal and vertical distance between each node is
However, if cooperative diversity iacorporatedinto the route
selection algorithm, the number of required hops decreases
[ ]

and significant gains are possible. A simple, selective im- N1 N4
plementation of cooperative diversity into one-hop systems
has comparable performance to the more complex routing
algorithms. This paper therefore underscores the importance Y,
N2 N3 D

of integrating routing and theelectiveuse of cooperative &
diversity. An issue not answered in this paper is whether sud%
an integrated optimal algorithm is feasible in real time. This
paper develops performance bounds; it does not attempt k. 2. lllustrating multi-hop communications with cooperative diversity.
propose a new routing algorithm.

This paper is structured as follows. Section Il describes

the system model. Section Il describes the routing and ¢ 5 flow, and each hop between intermediary nodes as one

operative diversity schemes considered in the paper, and fa Figure 2 illustrates a flow over three hops: cooperative

results of simulations evaluating these schemes are presenfgfsity is used in the first and third hops only. Note that this

in section IV. Section V concludes the work. optional use of cooperation is unlike other network models in
Il. SYSTEM MODEL the available literature.

In this section, we discuss the network layout, channBl Multiple Access

model, the the multiple access scheme, and the constraintas giscussed in the introduction, we consider a dedicated
applied throughout the paper. MAC protocol such as TDMA. The source uses a totaliof
A. Network Model degrees of.free.dom (possibly bandwidth in Hz) to transmit data
) o o to the destination. The half-duplex constraint precludes nodes
We consider a distributed system, as shown in Figure g, transmitting on the same channel simultaneously: in a
consstmg of a _sourccS,_ destinationD, an_d NM stz_;\tlonary flow with N, hops, therefore, each hop us@&/N,) degrees
nodes aligned in a uniformly placed grid. The distance bgt freedom. This model explicitly accounts for the increased
tween a node and its four nearest neighborg. ihis simple 4t que to splitting large hops or implementing cooperative
structure models mesh and other networks where nodes @f%ersity. Although it is be possible to optimize the degrees

static with known locations. _ _ of freedom allocated to each hop, this analysis is beyond the
The channel between nodes in locatigfisj) and (k,1), scope of this paper.

hij)~(k1)» 18 modelled as flat and slovxgly-fadlng Rayleigh gecause the nodes considered in this paper are stationary
with variance 1/A¢ j)— ks |hej)—k))| i exponential and attached to a fixed power supply, their life-time is not
with parameten\(; ;) (x,)- This channel is independent of ally consideration. Individual power is therefore not constrained
other channels between remaining nodes; (1), Which is  and each node transmits at its maximum available powét of
inversely proposal to the average channel power, is a functigpatts. Furthermore, the dedicated MAC protocol eliminates
of inter-node distanced,; ;) (), through the attenuationthe need for strict power control, and the total power is
exponentp, i.e., A, j)— (k) x di; ;.- We do notinclude also unconstrained: a flow through;, hops, for example,
shadowing into the fading model, a?though this can easilyould consumeV, P Watts. Although it might at first glance
be incorporated. Note that assuming static nodes and veéBem unfair to compare two scenarios with different hop
slowly-fading channels is crucial to the discussion of rOUtingumbers, each using different power levels, we argue that such

protocols which adapt to changing channels conditions. Sughscenario is applicable to real systems with stationary nodes
an adaptation is only possible if the channels are changipgh dedicated power supplies.

slower than the possible rate of adaptation.

A source nodeS transmits data to destination nodewith Ill. ROUTING AND COOPERATIONALGORITHMS
the help of theV M nodes in the grid. The data can be routed In this section, we discuss the various schemes used to
from the source to destination over multiple hops, and thensmit information from the sourcé to the destination
nodes may use cooperative diversity within each hop. We. Note that most of these algorithms require knowledge of
denote the communication between the source and destinafimmvard channel power, which requires either centralization



or a scheme to distribute channel information throughout thesulting rate is simply the cooperative mutual information:
network. We assume, however, that because the nodes Brgc—1 = Ico0p. Clearly, Rsic—1 < Rsc—1. The question
stationary, the channel is changing slowly enough to alloiw how often does the increased signal-to-noise ratio (SNR)
for such a distribution of information. At the same time, welue to maximal ratio combining outweigh the pre-log factor
stress that the algorithms discussed in this section serveo&gl1/2)?

erformance bounds only; their implementation would requir, .
Fhe development of morg efficient F;outing algorithms. | 8 2-Hop Smart Cooperation

The channel between nodés j) and (k,1), B¢ -, The 2-Hop Smart Cooperqtion algqrithm js very similar
implies a mutual information between the nod&s,)_ (1.1 = to. the 1-Hop Smart Cooperation algonthm discussed aboye,
log(1+|h(i.jy—k.)|?)- To be sustainable, the data rate over thiith the exception that the algorithm forces two hops. This

channel,R(; ;_ () must be less than the mutual informationscheme is the simplest from those combining Smart Coop-
eration and multi-hop communications. The source transmits

A. 1-Hop Smart Cooperation to the intermediary node; with index (%], % ]), where

The 1-Hop Smart Cooperation algorithm optionally imple{ - | indicates rounding to the nearest lower integziHop
ments cooperative diversity without routing. Motivated by [2]Smart Cooperation is implemented to increase the Rate,,,
we consider Selection Cooperation and always choose at mostween the source and;, and the rateR,,,_p between
one “best” cooperative partner. Unlike the scheme in [2], howt; and the destination. For both hops, asz — 1 are
ever, the Smart Cooperation algorithm implements cooperatiosed as potential cooperative nodes (the intermediary node
only if it is advantageous in terms of rate. The destinatiag precluded from cooperating with itself). The final rate,

coherently combines the two transmissions. Rsc_o is the minimum of the rates achieved on both hops,
Without cooperation, the mutual information between th&in{Rs_,,,, R,,_p}. The two hop transmission implies that
source and destination is simply only W/2 degrees of freedom are available for each hop.
Ino—coop = log(1 + |hspl?). (1) D. Dynamic Routing
Consider a decode-and-forward cooperative diversity schemdYnamic routing searches for the rate-maximizing path be-
and a single cooperative nodey ;). Given a strongS — tween the source and destination. To ensure forward progress,

r(i.;) channel, the cooperative mutual information between th¢ constrain the maximum number of hopsiter 1, i.e., there

source and destination with, ;, acting as a relay is given by ¢&n never be hopping backwards or along the same vertical
axis. The rateRpgr is the maximum of all rates achieved

Loop ;) = %log(l + |he 0 + |hspl?), (2) using any number of hops less thad + 1. For a specific
Np-hop flow, the flow rate ig1/N)-th of the minimum of
where the pre-log factor of (1/2) indicates thether halving the mutual information achieved on each hop. As discussed in
required to implement cooperative diversity with a half-duplegection I1-B, the(1/N;,) factor accounts for the half-duplex
constraint. To prevent error propagation, nogg;, can only constraint and penalizes multiple-hop routes. The algorithm
relay if it has correctly received the message from the souregan be summarized as follows:

1 9 1) Determine the one-hop rat®, = Igp.
Lsri ) = §log(1 + |hST<i,J’>| ) > Leoop i - ®) 2) For2 < N, < (M + 1), determine the rate achieved
on each of the possibl&v;,-hop flows. This rate is the

Denote as the decoding set 6f D(s), as the set of all 4 29 > ]
maximum of the minimum of théV;, mutual information

cooperative nodes satisfying (3). The relay chosen from this

set maximizes the cooperative mutual information, i.e., terms:
1
_ Ry, =maxmin —{Tg_; i\, L iy (k.D)s - s L(mom)—
Teoop = 1055 Leoop - @) ) N, Us=n2 L=k dmn)-n}

. 1< (i,k,...m) <N, 1<j<l,...<n<M.
To ensure that cooperation always helps, the source uses

cooperative diversity only if it increases the achievable rate.  For eachV;, the maximization is over all possible flows

The final rate of the Smart Cooperation algorithRgc_ 1, consisting of N, hops, and thus over all node-indices.
is therefore the maximum between the cooperative and non- The strict inequality in thg-coordinate ensures forward
cooperative mutual information: progress by eliminating the possibility of routing back-
wards or along a vertical line (note that in our definition,
Rsc—1 = max{leoop; Inon—coop}- ®) the S — D link is along they-direction).
B. 1-Hop Simple Cooperation 3) Find the maximum over all the flows:
The Simple Cooperation scheme differs from the Smart Rpr =max{Ry,Ra,...,Rp41}- (6)

Cooperation scheme only in the last step. Whereas in Smart ) ) ) .

Cooperation the relay is active only if cooperation improvds: Dynamic Routing with Cooperation

the rate, in Simple Cooperation the relay is always active. The Dynamic Routing with Cooperation algorithsequen-
This is the traditional model for cooperative diversity. Théally combines Dynamic Routing and Smart Cooperatibime



optimal dynamic route is chosen using the Dynamic Routir , Rates for which Pout = 1e-3

algorithm. Given this route, cooperation is used to increase t & Dynamic Cooperative Routing

—&- Dynamic Routing

rate along this path, i.e., Smart Cooperation is applied betwe  4f | 5yramic Routing with Cooperation i

—— Smart 1-Hop Coopeartion

the nodes chosen by the Dynamic Routing algorithm. & Simple 1-Hop Cooperation

3.5 | - Smart 2-Hop Cooperation 7

F. Dynamic Cooperative Routing .

Dynamic Cooperative Routingimultaneously combines Dy-
namic Routing with Cooperatiorthe optimal path is chosen , *°f
together with the cooperative partners. As in Dynamic Rot ¢ al
ing, the Dynamic Cooperative Rafeycr is the maximum of
the rates achieved with different hops: 15

Rpcr = max{Ri,Ra,...,Ryr41}- (7) 1

Unlike Dynamic Routing, howeverRpcr is achieved with
cooperation potentially included in each of thé, hops, ]
i.e., for each possible combination of hops, the algorith — o¢—s—s——4 a— L m = -
implements Smart Cooperation along each hop. With tl _ Average SNR

exception of the cooperation included in the search for optimal
route, this algorithm is very similar to Dynamic Routing. In the

interest brevity, we provide only an outline of this algorithm

below:

1) Perform the Smart Cooperation algorithm. The result
Ry, the maximum rate achieved with one hop.
2) ForN;, < M+1, find a set of all possibléV,-hop routes

Fig. 3. Rate obtained foP,y: = 10~ 3andN = M = 9.

continuing to search for approximations which can simplify
{ﬁe underlying analysis of the schemes.
In the simulations, we choose%x 9 network (i.e.,N =

R = 9) and an attenuation exponent ¢f = 2.5. This
between source and destination. For each route, perform .~ * . : ,
. : 7.0 _choice is motivated by the scenario of planned static mesh-
Smart Cooperation along all hops, i.e., determine if an

X . ch%des installed on posts; transmissions between such nodes
cooperating partner can increase the rate along anys ould undergo little shadowing effects and a lower attenuation
the N, hops. Ry, , the rate of aN,-hop route, is the 9 9

minimum rate along each of tha), hops (including a ex'ﬁ)'ﬁgerzgults resented are averaged obtained #@0 fad-
factor of 1/N;, for bandwidth expansion). P 9

3) The final rateRpey is the maximum of the rates ob-"n9 realizations, and the resulting cumulative density function,

tained usina all possible routes and cooneratin arme%g(r), of the instantaneous rate, calculated according to the
galp P gp méthods described in Section 1ll. The rate presented for a

Note that dynamic cooperative routing is an extremely cor@pecific SNR is that for which the probability of outage is
plex scheme with large computation overhead. 1073, i.e., F§1(10*3).

In summary, the routing and cooperative schemes consid-The main results are displayed in Figure 3. The rates, as
ered include, in increasing order of complexity, the traditionglefined in the above section, are displayed as a function of
model for cooperative diversity, Smart Cooperation, cOOp&fceive SNR at the destination. This model was chosen to
ation within multi-hop communications, and also “optimal'simplify fair comparisons between various network sizes, as
schemes such as dynamic routing (without cooperation) apds independent of the distances between the nodes. This
the combination of dynamic routing with cooperation (in bOthgure is thus the central contribution of this paper. To gain
sequential and simultaneous flavors). intuition about the behavior of the algorithms, we simulate
their performance for SNRs as high 89 dB. We note,
however, that for any reasonable distances between the nodes,

In this section, we present results of the schemes discusseadh highreceive SNR levelaould be highly unlikely.
in Section Ill. A mathematical analysis of these schemesFrom Fig. 3, several interesting conclusions can be drawn.
is highly complicated by the necessity to make high SNRhe very poor results of the-hop Smart Cooperation scheme
approximations which do not hold for medium SNRs andf Section IlI-C demonstrate the loss of performance of any
higher rates. Although there has been some effort to fimduting algorithm that makes routing decisions “off-line”.
good approximations to the outage probability of cooperativiehe poor performance of this scheme is due to bandwidth
diversity systems [24], these approaches are insufficient fexpansion: even for a high instantaneous SNR, where it might
the complex routing protocols considered here. Even the advantageous to route directly to the destination and not
analysis for the Smart Cooperation algorithm, which requiresidergo the bandwidth penalty of splitting the transmission in
no routing, appears intractable because of the influence of th®, the scheme forces the two hops and always undergoes
source-relay channel on the final rate. For the purposestbis penalty. Similarly, always enforcing cooperation, as in
this paper, therefore, we present simulation results only, whilee simple 1-hop cooperation scheme of Section IlI-B, also

IV. RESULTS



Percentage of Time for which cooperation is chosen in Smart Coopeartion Average Number of Hops
1 T T T T T 4 T T T
—©- Dynamic Routing
—&- Dynamic Cooperative Routing

Percent
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-10 -5 0 5 10 15 20

Average SNR Average SNR

Fig. 4. Percentage of time cooperation occurs when Smart CooperatiorFig. 5. Average number of hops obtained whBg,: = 10~ 3andN =
implemented P,,: = 10~ 3andN = M = 9. M =9.

provides poor performance. corresponds to the curve marked "Dynamic Cooperative Rout-

The following conclusion is an optimistic one: focusing ofng” in Fig. 3.
the single hop with smart cooperation scheme of Section IlI- The intuition for this can be obtained from Fig. 5, where
A, even without a routing protocol and a with direct transmigve plot the average number of hops - averaged over all
sion between the source and destination, cooperative diverdftpnte Carlo runs - obtained with the Dynamic Routing (Sec-
significantly improves the flow rate. Thus with minimal comtion 11I-D) and Cooperative Dynamic Routing ((Section IlI-F)
plexity, very good performance can be obtained with a simpihemes. The performance improvement of the Cooperative
1-hop scheme and a Smart Cooperation diversity scheme. Bigamic Routing scheme thus comes from the influence of
results of thel-hop Simple Cooperation scheme, howevethe cooperative node which can, on average, encourage longer
indicate the importance of cooperating only when necessafgps. Cooperative Dynamic Routing decreases the number of
an observation verified in Fig. 4. Here, we plot the percentaj@ps, thus decreasing bandwidth expansion. This also explains
of hops which use cooperation (in the Smart Cooperatiag¥hy cooperative diversity applied onto the predetermined
scheme) as a function in SNR. As the SNR increases, tgnamic routes offers no help: because the routes are pre-
use of cooperation becomes more sporadic and the dirdetermined, this method cannot decrease the number of hops.
source-destination link becomes advantageous to a cooperative
approach.

Returning to Fig. 3, the 1-Hop Smart Cooperation schemeThe available literature in cooperative diversity generally
is outperformed by the Dynamic Routing algorithm whiclassumes cooperation to be a net positive. This is mainly
always chooses the best non-cooperative route. This resulbécause this body of work has focused on small networks
unsurprising, as this algorithm is more complex and requiresth very few nodes. Network issues such as routing have
more distributed knowledge or centralization. It is also impogenerally been ignored. Consequently, we are motivated by
tant to realize that, although we have referred to this scheisigch an analysis in mesh networks wherein data rate is a
as non-cooperative, it is not devoid of diversity: optimallyprimary figure of merit. Given this lack of research into the
selecting the best route ensures that data is always sentirderdependence between routing and cooperative diversity in
high-SNR links, which is conceptually a diversity notion.  such bandwidth-limited, power-unlimited networks, we have

Perhaps more surprisingly, this algorithm has identical pesimulated several schemes which combine various degrees of
formance to one where cooperative diversity is applied direciptimality of routing and diversity implementation.
on top of the predetermined, dynamically chosen route. ThisAlthough our simulations are based on Selection Coopera-
has interesting implicationscooperative diversity offers notion, we expect these conclusions to hold for any cooperative
benefit when a good path has already been cholete that scheme. The results point to a careful and discriminate ap-
this is consistent with the work of [23]. However, this does ngiroach to multi-hopping: in general, fewer hops are preferred,
imply the cooperative diversity cannot help. If cooperation ignd a route should only be split if the high quality of the
included in the routing protocol figures of merit, as proposedulti-hop channels can compensate for the loss of bandwidth
in Section llI-F, higher data rates are possible. This schemenalty incurred from multi-hopping. Breaking routes into

V. CONCLUSIONS



several hops off-line results in a dramatic performance logs] F. Li, A. Lippman, and K. Wu, “Minimum energy cooperative path
in terms of rate; interestingly, cooperative diversity by itself,

added onto the individual hops, does not compensate for
this loss. Dynamically choosing routes according to chanp7]
ing channel conditions performs very well and, once again,

applying cooperative diversity on the chosen nodes has

benefit. In this scenario, cooperative diversity is beneficial
only if the search for the cooperating nodes is included into
the dynamic routing algorithm; this benefit is due to Iongqgg]
hops and reduced bandwidth expansion. Cooperative diversity
is also beneficial when applied with very little complexity to

a one-hop system. As long as cooperation is used only w
it can increase rate, the results are comparable to the more

complex dynamic-routing schemes.

(1]

(2]

(3]

(4]

(5]

(6]

(7]

(8]

(9]

[10]

[11]

[12]

[13]

[14]

[15]

[21]
REFERENCES

[22]
A. Bletsas, A. Khisti, D. Reed, and A. Lippman, “A simple cooperative
diversity method based on network path selectidBEE Journal on
Selected Areas of Communicatjoml. 24, pp. 659-672, March 2006.
E. Beres and R. S. Adve, “On selection cooperation in distributg@3]
networks,” in Proceedings of the 2006 Conference on Information
Sciences and Systems (CISS 206&rch 2006.
M. R. Souryal, B. R. Vojcic, and R. L. Pickholtz, “Information efficiency
of multihop packet radio networks with channel-adaptive routifgEZE
Journal on Selected Areas in Communicationd. 23, pp. 1553-1562,
January 2005.
M. R. Souryal and N. Moayeri, “Channel-adaptive relaying in mobile Ad
Hoc networks with fading,” inrProceedings of the 2005 Second Annual
IEEE Communications Society Conference on Sensor and Ad Hoc
Communications and Networks, 2005 (IEEE SECON 2088ptember
2005.
X.-H. Lin, Y.-K. Kwok, and V. Lau, “A quantitative comparison of
Ad Hoc routing protocols with and without channel adaptatidBEE
Transactions on Mobile Computingol. 4, pp. 111- 128, March-April
2005.
D. S. J. D. Couto, D. Aguayo, J. Bicket, and R. Morris, “A high-
throughput path metric for multi-hop wireless routing,” Broceedings
of ACM MobiCom September 2003.
R. Draves, J. Padhye, and B. Zill, “Routing in multi-radio, multi-hop
wireless mesh networks,” ifProceedings of ACM MobiCom, 2004)
September 2004.
L. lannone and S. Fdida, “Evaluating a cross-layer approach for rout-
ing in wireless mesh networks;Telecommunication Systems Journal
(Springer) Special issue: Next Generation Networks - Architectures,
Protocols, Performancevol. 31, pp. 173-193, March 2006.
S. Biswas and R. Morris, “Opportunistic routing in multi-hop wireless
networks,” SIGCOMM Computer Communications Revievol. 34,
pp. 69-74, 2004.
A. H. K. Seada, M. Zuniga and B. Krishnamachari, “Energy efficient for-
warding strategies for geographic routing in wireless sensor networks,”
in Proceedings of ACM SenSysdovember 2004.
M. Haenggi, “On routing in random rayleigh fading networkdEZEE
Transactions on Wireless Communicatipwasl. 4, pp. 1553-1562, July
2005.
J. Boyer, D. Falconer, and H. Yanikomeroglu, “Multihop diversity in
wireless relaying channels]EEE Transactions on Communications
vol. 52, pp. 1820 — 1830, October 2004.
S.-H. Chen, U. Mitra, and B. Krishnamachari, “Cooperative communi-
cation and routing over fading channels in wireless sensor network,”
in Proceedings of the IEEE International Conference on Wireless
Networks,Communications, and Mobile Computing (WirelessCaumpg
2005.
X. Fang, T. Hui, Z. Ping, and Y. Ning, “Cooperative routing strategies
in Ad Hoc networks,” inProceedings of the IEEE Vehicular Technology
Conference (VTC-Spring 2005)une 2005.
A. Khandani, J. Abounadi, E. Modiano, and L. Zhang, “Cooperative
routing in wireless networks,” iProceedings of Allerton Conference on
Communications, Control and Computjn@ctober 2006.

(24]

routing in wireless networks: An integer programming formulation,” in
Proceedings of the 63th IEEE Vehicular Technology Conference (IEEE
VTC '2006) May 2006.

Y. Yuan, Z. He, and M. Chen, “Virtual MIMO-based cross-layer design
for wireless sensor networkdEEE Transactions on Vehicular Technol-
ogy, vol. 55, pp. 856— 864, May 2006.

9] Y. Yuan, M. Chen, and T. Kwon, “A novel cluster-based cooperative

MIMO scheme for multi-hop wireless sensor networlsJRASIP Jour-

nal on Wireless Communications and Networkingl. 2006, pp. Article

ID 72493, 9 pages, 2006.

V. Srinivasan, P. Nuggehalli, C.-F. Chiasserini, and R. Rao, “An analyti-
cal approach to the study of cooperation in wireless Ad Hoc networks,”
IEEE Transactions on Vehicular Technolegyol. 4, pp. 722 — 733,
March 2005.

6] M. Sikora, J. N. Laneman, M. Haenggi, D. J. C. Jr, and T. E. Fuja,

“Bandwidth- and power-efficient routing in linear wireless networks,”
IEEE Transactions on Information Thegryol. 52, pp. 2624 — 2633,
June 2006.

I. F. Akyildiz and X. Wang, “A survey on wireless mesh networks,”
IEEE Communications Magazineol. 43, pp. S23— S30, Sept 2005.

J. N. Laneman, D. N. C. Tse, and G. W. Wornell, “Cooperative diversity
in wireless networks: Efficient protocols and outage behavi&EZE
Transactions on Information Thegmwol. 50, pp. 3062 — 3080, December
2004.

M. Qin and R. S. Blum, “Capacity of wireless Ad Hoc networks with
cooperative diversity: a warning on the interaction of relaying and multi-
hop routing,” in Proceedings of the IEEE International Conference on
Communications, (ICC 2005May 2005.

Y. Zhao, R. S. Adve, and T. J. Lim, “Outage probability at arbitrary
SNR in cooperative diversity networkdEEE Communication Letters
vol. 9, pp. 700-702, August 2005.



