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Selection Cooperation in
Multi-Source Cooperative Networks

Elzbieta Beres and Raviraj Adve

Abstract— In a cooperative network with multiple potential
relays and multiple simultaneous transmissions, we present
selection cooperation wherein each source pairs with a single
“best" relay. We analyze the outage probability of a simple and
completely distributed selection scheme, requiring some feedback
but no centralization, and show that it outperforms distributed
space-time codes for networks with more than three relaying
nodes. These gains are due to the more efficient use of power
in networks using selection. We suggest two other more complex
selection schemes based on increasing system intelligence and
centralization, and show that for smaller network sizes their
performance improvement over the simple selection scheme is
not significant.

Index Terms— Cooperative diversity, decode-and-forward, dis-
tributed space-time codes, outage probability, selection, user
cooperation.

I. INTRODUCTION

IN distributed wireless systems, cooperative diversity and
relaying can harness the advantages of multiple-input

multiple-output (MIMO) systems without requiring multiple
antennas at each receiver and transmitter. For practical net-
works this is motivated by the need for simple, inexpensive
nodes with limited processing power and a single receive
antenna. Additional antennas, if available, can be used to
provide further performance gains. The system under consid-
eration here is a static mesh network of access points. Such
networks are designed for high-throughput and maximum
reliability, creating constraints far different from sensor or ad
hoc networks. It is expected that as mesh networks mature,
they will enter a period of throughput growth characterized
by a scarcity of bandwidth [1].

The available research on cooperative diversity has largely
focused on a coherent addition of multiple independently-
faded copies of the transmitted signal. This combination can be
achieved through pre-coding [2], orthogonal transmissions and
a maximal-ratio-combiner (MRC) [3]–[5], a RAKE receiver
for CDMA-based systems [2], [6], or through distributed
space-time codes (DSTC) [7]–[9]. However, the lack of exact
channel knowledge for pre-coding, a high bandwidth penalty
for orthogonal transmissions (important in bandwidth-limited
systems such as those considered here) and synchronization
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difficulties for DSTC, make these approaches impractical or
difficult to implement.

In this paper, we present selection cooperation in coop-
erative, bandwidth-limited, wireless systems with multiple
sources. In this scenario we analyze selection cooperation
and show that in slow-fading channels and for most network
sizes and rates, and with some limited overhead, selection
outperforms the DSTC scheme of [9] in terms of outage
probability. This advantage arises from a more efficient use
of power. In DSTC-based systems, each relay must share
its available power between all source nodes; in a selection
cooperation system, a relay node divides its power only
between the users that have chosen that node as a relay.
Throughout this work we compare selection cooperation to
DSTC since, with multiple simultaneous transmissions, the
DSTC scheme in [9] makes far more efficient use of resources
compared to the other published approaches, such as MRC
based schemes.

Clearly, selection in diversity is not a new concept. It is
arguably the most intuitive way of implementing diversity, and
has been thoroughly analyzed in traditional MIMO systems.
The novelty of this paper thus lies in the specific application
of selection to cooperative diversity systems and analysis in
network settings. Interestingly, in a traditional MIMO system,
with m transmit antennas, selection requires log2(m) bits of
feedback while space-time coding does not require feedback.
However, as we will show, in a cooperative network, DSTC
requires both feedback and synchronization across geograph-
ically distributed nodes. To date, there has been little analysis
of selection diversity in cooperative networks. Most of the
available work focuses on network-layer issues [10]–[13]. To
the best of our knowledge, the only other direct application of
selection to cooperative diversity systems has been proposed
in independent works by Bletsas et al. [14], [15]. The authors
consider a selection scheme as an alternative to DSTC and
argue for its simplicity of implementation, but consider only
a single source-destination pair, i.e., a network with a single
source with multiple potential relays. The authors assume that
the simplicity of the scheme comes at the price of performance
loss as compared to MRC-based schemes. As implemented,
the scheme of [14] results in a non-zero probability of two
relays being selected for the same source and the analysis
presented focuses on quantifying this probability. In [15], on
the other hand, the selection is performed in a similar manner
to this paper but the analysis, apart from not considering
a network setting, assumes no connection between a source
and its destination. Although this assumption significantly
simplifies the analysis (complicated only by the necessity of
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including the potentially strong source-destination channel), it
does not provide a framework e.g., for improving reliability
only as required (wherein nodes relay only when the source-
destination channel is in outage [3], [16]). In our framework,
one could first select a relay and then decide exactly how
and when to relay, as in [16]. As compared to [14], [15], we
complete the analysis for the single source-destination case,
and then focus on the implementation of selection in a network
setting with multiple sources.

In a distributed network with multiple simultaneous trans-
missions, our scheme places relay selection at the core of
system design. The importance of relay selection derives from
a power constraint: the power available at a relay node depends
on the number of sources supported by that relay, and the relay
selection for one source may impact the choice of another. A
large portion of this paper is thus devoted to relay selection:
we analyze three different relay selection schemes based on
varying degrees of centralization and tolerance for complexity,
and show that even the simplest of these schemes outperforms
DSTC for most network sizes.

The available literature in partner selection schemes is
more extensive [17]–[19]. Where centralized information is
available, partners are selected according to average channel
conditions and the possibility of a node partnering with more
than one user is not considered. The authors of [17] also
suggest distributed schemes where relays choose their partners
based on instantaneous source-relay channels, but the crucial
source-destination channels are not taken into account. Such
an approach is not directly comparable to the work presented
in this paper. Furthermore, to the best of our knowledge, no
other work considers relay selection in a network setting,
where a node must split its power when relaying for more
than one node.

The main contributions of this paper are:
• We derive the high-SNR outage probability approxi-

mation of selection cooperation for a single source-
destination pair, considering all source-relay, relay-
destination, and source-destination channels.

• We consider a network scenario with multiple simul-
taneous transmissions, where relaying nodes may relay
for more than one source node. The use of selection
answers an important question - in a network setting, how
many nodes should one cooperate with? The answer is,
apparently, one (best) node.

• The development of selection in network settings with
multiple flows, an issue largely avoided in the literature.
We present three different relay selection schemes based
on available centralization and complexity requirements.
We show that the simplest scheme, which does not re-
quire any centralization, provides excellent performance
with minimum implementation overhead and complexity.

• We analyze this simple relay selection scheme, ac-
counting for source-destination, source-relay and relay-
destination channels. We show that this scheme sig-
nificantly outperforms the DSTC which, furthermore,
requires synchronization.

This paper is structured as follows. Section II presents and
analyzes the selection cooperation algorithm in a system with
one source-destination pair. Section III, the core of this paper,

extends this work to multiple transmissions, discussing three
possible implementations of the scheme in a distributed net-
work with multiple sources. Detailed derivations are deferred
to appendices. Section III-D discusses implementation issues
of the proposed schemes and the comparisons undertaken.
Section IV concludes this work.

II. SINGLE SOURCE-DESTINATION PAIR

A. System Model and Selection Cooperation

To introduce selection cooperation, we first consider a
single source node s communicating with a destination d
with the help of m − 1 potential relays, r1 . . . rm−1. The
relays satisfy a half-duplex constraint. We note that this is
a stepping stone to the selection algorithms presented in
Section III. The channel aij between nodes i and j is modeled
as flat and slowly-fading Rayleigh with variance 1/λi,j , i.e.,

|aij |2 ∼ λi,j exp
[
−λi,j |aij |2

]
. Because nodes are static,

inter-node channels change very slowly. Each node has a
peak energy constraint of P Joules/symbol. As in [9], we
consider decode-and-forward schemes, although the results
presented in the paper can be extended to an amplify-and-
forward scenario [20].

This communication between the source and destination
targets an end-to-end data rate of R. As in [9], due to the
half-duplex constraint, communication is performed in two
time slots. The source distributes its data in the first time slot,
while the destination and each of the m−1 relays decode this
information. The decoding set D(s) for the source is the set
of relays that decoded the information correctly, i.e., a node
rk ∈ D(s) if the source-relay channel has a capacity above
the required rate R:

1
2

log
(

1 + |as,rk
|2 P

N0

)

=
1
2

log
(
1 + |as,rk

|2SNR
) ≥ R, (1)

where the factor of 1/2 models the two time slots required
for relaying given the half-duplex constraint, N0 is the noise
power spectral density and SNR = P/N0 is the non-faded
signal-to-noise ratio at a receiving node. This approach of
allowing only a subset of all nodes m−1 to relay is referred to
in [9] as “selection relaying" and ensures full diversity order in
decode-and-forward schemes. In [9] the nodes in the decoding
set either each forward the source data in a round robin fashion
(requiring m time slots and allowing for MRC) or use a DSTC
(requiring only two time slots).

Our scheme differs from selection relaying in that only
a single relay node, within D(s), forwards data to the des-
tination. The destination chooses a single relay with the
best instantaneous relay-destination channel to forward the
information to the source in the second time slot. Relaying
is thus performed on orthogonal channels, but, as with DSTC,
because only one relay is chosen for each source, the required
bandwidth is only doubled. Choosing one of m − 1 relays
requires log2(m − 1) bits of feedback from the destination.

We should note here the potential confusion between the
terms “selection relaying" and “selection cooperation". In
selection relaying all nodes D(s) forward data for the source,
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Fig. 1. Outage probability for selection cooperation with a single source-
destination pair. R = 1 b/s/Hz, λi,j = 1, m = 3, 4, . . . , 6.

while selection cooperation restricts relaying to only one node
from this decoding set.

B. Performance Analysis and Simulation Results

The probability of outage, Pout, defined as the probability
that the mutual information Isel between source and destina-
tion falls below the required rate R, is an important character-
ization of any cooperation protocol. This paper generally uses
outage probability as the figure of merit to compare various
cooperation schemes. If node rj is selected as the relay, the
destination combines the transmissions from source and relay
and this mutual information is given by

Isel =
1
2

log
(
1 + SNR|as,d(s)|2 + SNR|arj ,d(s)|2

)
. (2)

Proposition: For a single source-destination pair, with m− 1
potential nodes, the outage probability of the selection scheme
in the high-SNR regime, is

Pout =
[
(22R − 1)/SNR

]m
λs,d

∑
|D(s)|

1
|D(s)| + 1

×
∏

ri∈D(s)

λri,d

∏
ri /∈D(s)

λs,ri
, (3)

where 1/λi,j is the variance of the channel between node i
and j.
Proof: The proof is presented in Appendix A.
Note that, as expected, selection cooperation provides the
full diversity order of m. This formulation is similar to that
presented in [15], with the important difference that here,
the source-destination channel is taken into account. This
significantly complicates the analysis and we focus on the
high-SNR. The authors of [15] neglect the source-destination
channel (decreasing the diversity order by one), and present
the exact outage probability.

In Fig. 1, this high-SNR approximation is verified for
increasing numbers of m relays with λi,j = 1 and R = 1
b/s/Hz. The approximation in (3) is very good for SNR levels
above 15dB.

In the following section, the central contribution of this
paper, the selection scheme is implemented in a network
with multiple source-destination pairs. The performance of
selection cooperation is compared to the DSTC scheme of [9],
chosen as one of the few efficient schemes that specifically
analyzes networks with simultaneous multiple flows.

III. NETWORK IMPLEMENTATION

A. System Model

In this section, we extend the concept of selection coop-
eration to network settings, using the notation of [9]. The
network comprises a set M of m nodes. Each node s ∈ M
has information to transmit to its own destination, d(s) /∈ M,
and acts as a potential relay for other nodes in M. While
we use the notation s for a source node and r for a relay
node, we emphasize that every node in M is a source node
and is potentially also a relay node. The channel between any
two nodes is assumed independent of all other channels. This
model is appropriate for networks where each node may have
its own destination.

Because the network comprises multiple sources, each node
can potentially relay for several other nodes. This raises the
question of relay selection and power allocation and motivates
the various selection schemes discussed below in Section III-
B. Each node has a power constraint of P Joules/symbol.
In DSTC, every node expects to relay for all other m − 1
nodes and thus uses 2P/m Joules/symbol per source in both
phases. In our case, in the first phase, each source sends its
data using full power P Joules/symbol. In the second phase,
each relay divides its power evenly between the source nodes
it is supporting. A relay node supporting n source nodes will
thus use P/n Joules/symbol for each source. Note that a relay
node does not know a priori how many nodes it will relay
for and does not know the channel to the destination for these
sources; it thus cannot pre-compute a better power distribution.
Clearly with additional feedback to the relays, a better power
distribution may be possible.

We consider both centralized and decentralized versions of
the network. A centralized network is governed by a central
unit (CU) with knowledge of all network parameters. A CU
makes all assignment decisions. In the absence of a CU, the
network is decentralized and decisions are made locally by
the nodes, with limited information regarding the rest of the
network.

B. Selection Cooperation Schemes

The concept of selection in a network is identical to that
presented in Section II. In phase one, all nodes use orthogonal
channels to transmit information to their respective destina-
tions, and each node decodes the information from the other
m − 1 sources. Each node determines if it has decoded the
information correctly. If node sj has decoded the information
from source si correctly, it declares itself as a member of
the decoding set D(si) of nodes eligible to relay for node
si. Such a decoding set, D(si), is formed for each source
node si ∈ M. In phase two, for each source si, a relay is
chosen from its decoding set D(si), and each relay forwards
the information for the source. The activity of a node si can
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thus be summarized as follows: in phase one, it transmits its
information and decodes the information of the other m − 1
nodes; in phase two, it forwards the information of those nodes
for which it was chosen as a relay.

In this section we present three relay selection schemes
based on varying degrees of centralization and tolerance for
numerical complexity. While in Section II the relay was
selected as the one with the best instantaneous channel to the
destination, in a network setting the per-node power constraint
motivates search for a more sophisticated scheme. For exam-
ple, suppose two source nodes, s1 and s2, are assigned to the
same relay r with the best instantaneous channel to both d(s1)
and d(s2). The power available at node r for each source is
P/2. However, performance could potentially be improved by
assigning one of the source nodes to a different “free" relay
node with available power P . The problem is thus to assign
relays to source nodes to minimize some figure of merit which
depends on channel conditions as well as available power at
the relays. However, as we shall see, the simple assignment
scheme of Section II, extended to multiple sources, remains
an effective tradeoff between complexity and performance.

1) Optimal Relay Assignment: We state here the optimal
relay choice in a network setting. However, this will later be
shown to be too complex for practical implementation.

The mutual information between source si and destination
dsi

, if using rj as the relay is:

Isel =
1
2

log
(

1 + SNR|as,d(s)|2
+SNR|arj ,d(s)|2

)
. (4)

where Nj is the number of sources that choose node rj as their
relay. One optimal approach, in max-min sense, calculates the
mutual information between source and destination of all m
transmissions for all possible relay assignments, and picks
the relay assignment which maximizes the minimum mutual
information of these m transmissions:

{r(s1), . . . , r(sm)} =
arg max

∀i1∈D(s1),...im∈D(sm)
min{Is1ds1 ;ri1

, . . . Ismdsm ;rim},(5)

where, for example, Is1ds1 ;ri1
denotes the mutual information

between source s1 and its destination d(s1), with node ri1 ,
taken from D(s1), used as a relay.

This optimal scheme requires a CU with global knowledge
of all channels to make mm comparisons and choose the best
one in max-min sense. Hence, though optimal, this scheme is
clearly impractical.

2) Sequential Relay Selection: The optimal algorithm de-
scribed can be simplified considerably by performing this
search sequentially for each source node in M. Our sub-
optimal algorithm thus works as follows. The relay of the
first node, r(s1), is chosen from D(s1), the decoding set of
s1, independently of the other sources. This relay, r(s1), is the
node with the highest channel power to the destination of s1,
d(s1). For the second source node s2, two potential relaying
nodes from D(s2) are picked for consideration: nodes rj and
rk, with the best and second-best channels to the destination,
respectively. If rj is not already used as a relay for s1, i.e.,
rj �= rs1 , it is automatically chosen as the relay for s2. If
rj is already relaying, however, the CU decides between rj

and rk by considering that rj would need to halve its power
to accommodate both source nodes s1 ands2. The CU thus
compares Is2ds2 ;rk

to min{Is1ds1 ;rj
, Is2ds2 ;rj

}, where

Is2ds2 ;rk
=

1
2

log
(

1 + SNR|as2,d(s2)|2+
SNR|ark,d(s2)|2

)
, (6)

Is1ds1 ;rj
=

1
2

log
(

1 + SNR|as1,d(s1)|2+
SNR

2 |arj ,d(s1)|2
)

, (7)

Is2ds2 ;rj
=

1
2

log
(

1 + SNR|as2,d(s2)|2+
SNR

2 |arj ,d(s2)|2
)

. (8)

If Is2ds2 ;rk
is the larger value, rk is chosen as the relay for

s2; otherwise, rj is chosen.
This process repeats until each source has been assigned a

relay, with potentially one more relay added to the comparison
for each source node considered. For each source node si, the
CU begins with the relay rj with the best channel to d(si). If
that relay is free, it is automatically assigned to si. Otherwise,
the CU calculates the mutual information for si and for all Nj

source nodes already supported by rj , using P/(Nj + 1) as
the available relay power. The minimum of all the Nj + 1
values of mutual information is associated with relaying node
rj . The CU repeats this process for the relay with the next
best channel, until it finds a relay that is not claimed by any
source node. It then assigns the source si to the relay node
with the highest relay-destination mutual information.

The iterative scheme is significantly simpler than the ex-
haustive search of the optimum scheme, but is yet of O(m!)
complexity. Also, like the optimum scheme, it requires a
centralized node with knowledge of all inter-node channels.
Therefore, while more efficient than the optimum scheme, this
scheme is also likely to be impractical.

3) Distributed Relay Assignment: The simple selection
scheme extends the selection approach in Section II to the
network setting considered here. The destination of si, d(si)
picks as its relay the node with the highest instantaneous relay-
destination channel power, r(si):

r(si) = arg max
rk∈D(si)

{|ark
|2}; k = 1 . . . |D(si)|, (9)

i.e., each relay is picked independent of the other source-
destination pairs. The only penalty is that a node relaying
for Nj sources uses power P/Nj for each forwarding link.
As the numerical results given below show, this scheme is
extremely effective, achieving near optimum performance for
small network sizes. The rest of this section is largely focused
on this scheme.

This simple scheme is of O(m2) complexity in the worst
case, where each of the m destinations must make m−1 com-
parisons to find a maximum out of (at most) m− 1 channels.
The scheme can also be implemented in fully decentralized
manner, as each destination picks its relay independently of
all other nodes.

Analytical results for the optimal and sub-optimal selection
schemes are difficult to obtain. Fig. 2 compares the outage
probability of all three selection schemes via simulation. Not
surprisingly, performance improves with increasing system
intelligence. Finally, the difference in performance between
the three schemes also increases with increasing network sizes.
This is to be expected, since with more nodes there is a
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Fig. 2. Outage probabilities of simple, sub-optimal and optimal selection
R = 1 b/s/Hz, λi,j = 1, m = 3, 5.

higher potential for power splitting, and the optimal and sub-
optimal approaches reduce this problem. Note, however, that
even for a network size of m = 5, the performance loss of
the simplest scheme is not very large. This is clarified by (22)
in the appendix, the probability that a relay will be chosen
by n nodes other than the source node for which it was
already chosen. The probabilities of n = 0 or 1 (the relay
relaying for one and two nodes) is similar and significant,
but falls off quickly with increasing n. Most of the time,
therefore, a relay will transmit either with full power, or half
its power. The power-splitting problem of simple selection is
thus not very significant, and the performance of the simple
scheme closely tracks that of the optimal scheme. Given the
complexity of the selection process, it proves impossible to
simulate larger network sizes for the optimal and iterative
schemes. Our conclusion is that the simple selection scheme
is a very good and practical choice and the rest of this paper
focuses on this scheme.

C. Performance Analysis

1) Outage Probability: This section presents the analytical
and simulated outage probability for the simple selection
scheme described above, including a comparison to the outage
probability of the DSTC protocol of [9]. The details of the
derivations are deferred to the appendix.

The outage probability is evaluated for a particular source-
destination pair, sj − d(sj), with arbitrary average channels
both between the destination and all other relay nodes, i.e.,
ri − d(sj), ri, sj ∈ M, as well as between all the relay
nodes themselves, i.e., ri − rk, ri, rk ∈ M. To simplify
the analysis, we assume equal average channels between all
other destinations and relay nodes, i.e., ri − d(sk, ) ri, sk ∈
M, ri, sk �= rj . (Recall that denoting a node s or r is
done purely to highlight its purpose in the second phase,
but that in fact rk = sk,∀sk, rk ∈ M. Furthermore, by
definition, the destination nodes are not in the set M; thus
rk �= d(si),∀rk, si ∈ M).
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Fig. 3. Simple selection cooperation in a network. R = 1 b/s/Hz, λi,j = 1,
m = 3, 4, 5.

Proposition: In this scenario, the high-SNR outage prob-
ability for a specific source-destination pair using simple
selection is

Pr[Isimple−sel < R] =
[
22R − 1
SNR

]m

λs,d

∑
|D(s)|

1
|D(s)| + 1

×
∏

ri∈D(s)

λri,d

∏
ri /∈D(s)

λs,ri

m−2∑
n=0

Km(n + 1)|D(s)|, (10)

where

Km =
(

m − 2
n

)[
1

m − 2

]n [
m − 3
m − 2

]m−2−n

. (11)

Proof: See Appendix B.
Following the approach in [9], we bound (10) to eliminate

its dependence on the average channels, λi,j . See (12) at the
top of the next page, where λr = min {λr,d(s), λs,r}, λr =
max {λr,d(s), λs,r}, and λ is the geometric mean of all the
λr and λs,d(s), and λ is the geometric mean of all the λr

and λs,d(s). As discussed in the appendix, the upper bound
assumes that the relay chosen in the communication between
a source and its destination is in the decoding set of all other
source nodes. This is a worst-case assumption, since ideally
this relay would not be available to relay for other nodes.
Clearly, from (12), selection cooperation scheme achieves full
diversity order of m for each source-destination pair.

The high SNR approximation in (10) is verified in Fig. 3,
which compares the analytical and simulated results for the
simple selection scheme. The analytical results are obtained
by calculating (10) for increasing network sizes with equal
average channels with λ = 1 and R = 1 b/s/Hz. The
approximation appears valid at SNR levels above 12dB.

An analytical comparison of the DSTC and simple selection
scheme is complicated by the difficulty in writing (10) with m
sources in closed-form. The comparisons are thus presented
numerically in Figs. 4 and 5, in both cases for channels
with λ = 1. Fig. 4 demonstrates the outage probability of
both schemes for R = 1 b/s/Hz by calculating (10) and
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[
22R−1
SNR/λ

]m ∑
|D(s)|

1
|D(s)|+1

∑m−2
n=0 Km(n + 1)|D(s)| ≤ Pr[Isimple−sel < R]

≤
[

22R−1
SNR /λ

]m ∑
|D(s)|

1
|D(s)|+1

∑m−2
n=0 Km(n + 1)|D(s)| (12)
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Fig. 4. Outage probabilities of DSTC of [9] and simple selection combining.
R = 1 b/s/Hz, λi,j = 1, m = 3, 5, 8.
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Fig. 5. Ratio of selection outage probability to DSTC outage probability for
R = 1 − 5 and m = 3, 4, ..., 10.

comparing to the outage of DSTC. Note that even the simple
scheme always outperforms the DSTC scheme, and that the
improvement increases for increasing m. This is due to the
increasingly efficient use of power as m increases.

However, due to the coding at the relays, the outage of
DSTC is a decreasing function of R [9], and it is not clear
how the scheme compares to selection for different rates and
network sizes. We thus compute the ratio (independent of
SNR) of the outage probability using selection and using
DSTC for various R and m, and present the results in Fig. 5.
Clearly, selection cooperation outperforms DSTC when this
ratio is less than one, as is the case for all shown values of
R when m > 3. DSTC, on the other hand, perform better for
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Fig. 6. Outage probabilities of DSTC of [9] and simple selection with
unequal average channels and R = 1 b/s/Hz, m = 3, 4.

the small network size of m = 3 when R > 2. We note that
the entire function falls sharply with increasing m, while for
for larger values of m the dependence on R is negligible.

Equation (10) is valid when the channels between all
destinations other than the one being analyzed and the relay
nodes are equally strong on average. Clearly, this is not the
case in practical systems, where channel power is attenuated
by distance and affected by shadowing. Although analytical
results for such a case and general network sizes are difficult
to obtain for the simple selection cooperation scheme, Fig. 6
presents the results of simulations that compare the simple
selection scheme to the DSTC in this scenario.

In this simulation, the average channel power, E
{|aij |2

}
,

is itself an exponential random variable with parameter λ =
ez , where z is a zero mean normally distributed random
variable with unit variance. The simulations demonstrate the
improvement in performance of simple selection cooperation
over DSTC. Although compared to the equal average channel
gain scenario presented in Fig. 4 both selection and DSTC
exhibit worse performance, the gap between the two schemes
increases. This suggesting that DSTC is more sensitive to
scenarios with asymmetrical average channel gains, an unsur-
prising observation given that space-time codes are designed
for and performs best when all channels are independent and
have equal average power. Selection, on the other hand, does
not inherently have this built-in condition; the performance
loss as compared to equal channel gain situation is due only
to an uneven distribution of power in a network scenario. It is
thus expected that this loss would be smaller than that obtained
by DSTC.

2) Diversity Multiplexing Trade-off: The discussion so far
has dealt with outage probability exclusively. In this section
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we compare the diversity multiplexing trade-off curves of se-
lection cooperation and DSTC. Using the standard definitions
of diversity order Δ and normalized rate Rnorm [21], this
trade-off can easily be derived from (12) as

Δsimple−selRnorm = m(1 − 2Rnorm). (13)

In [9], the authors determine the lower and upper bounds for
the trade-off as

m(1 − 2Rnorm)
≤ ΔDSTCRnorm ≤ m(1 − [

m−1
m

]
2Rnorm). (14)

The selection diversity-multiplexing trade-off is thus exactly
the lower bound of the DSTC trade-off. This difference comes
from the coding at the relays: because in selection the data
is simply repeated by the relay, the corresponding mutual
information is a logarithmic function of the sum of the source-
destination and relay-destination channels. For DSTC, the
lower bound is achieved in this manner. If the relays use an
independent codebook the upper bound is achieved. In this
paper we do not explore the use of independent codebooks at
the relay in the context of selection. For increasing network
sizes m, however, the upper and lower bound converge, as
does the performance of selection cooperation and DSTC.
Furthermore, the flat curves as a function of R for higher m in
Fig. 5 suggests that DSTC reach only the lower bound of the
trade-off curve for higher m, and the performance difference
between the two schemes is dominated by the SNR-gain of
their outage probabilities.

D. Overhead and System Requirements

Due to the geographical distribution of nodes, any cooper-
ative transmission scheme suffers some overhead. In this sec-
tion, we discuss the overhead, centralization and complexity
requirements of selection cooperation.

After the first time slot, each of the m relays attempts to
decode m − 1 messages. For each message, the relay must
indicate its success or failure with one bit, resulting in a total
of m(m−1) feed-forward bits. For each source, the destination
(or the CU) must select one of the m − 1 relays using
log(m−1) feedback bits, resulting in a total of m log(m−1)
feedback bits. The overhead is thus m [log(m − 1) + (m − 1)]
bits per network, and [log(m − 1) + (m − 1)] bits per source-
destination pair.

The simple selection scheme is fully decentralized (i.e.
the destination only needs to know the channels from its
relays) and thus the above calculated overhead is sufficient
to implement this scheme. The transmission of the overhead
bits must occur on orthogonal channels, decreasing the avail-
able bandwidth for the transmission and affecting system
performance. We assume, however, that cooperation will be
implemented in low-mobility environments, such as mesh
networks, where channels change slowly in time. In such a
case, the channel coherence time spans many code blocks,
and the m[log(m − 1) + (m − 1)] overhead bits are assumed
negligible in comparison to the transmitted information bits.

It is difficult to compare the implementation overhead of
DSTC and selection cooperation. In both schemes, only the
relay nodes that have correctly decoded the message proceed

to encode and transmit the data. Because the relays must
inform each other whether they have correctly decoded the
message of each of the sources, a feed-forward overhead also
exists in DSTC systems, and is identical to that of selection
cooperation: (m − 1) bits per source-destination pair. The
incremental overhead of the simple selection scheme is thus
only log(m − 1) bits.

In a traditional MIMO system, space-time coding may be
preferable to selection diversity because its implementation
does not require feedback. In a distributed system, however,
DSTC incurs a significant overhead, generally not accounted
for in the analysis. DSTC requires overhead for synchro-
nization and, although the quantification of this overhead
is beyond the scope of this paper, it is likely that it will
be larger than the log(m − 1) bits required to implement
simple selection cooperation. The performance comparison of
selection cooperation and DSTC thus becomes fair in terms of
overhead requirements. Additionally, there may be feedback
required to organize the participating nodes into indexes of
the DSTC matrix. Given that the overhead for synchronization
and this organization is difficult to quantize, for this purposes
of this paper, we do not assume any further centralization or
overhead requirements of DSTC. In summary, the network
requirements of each scheme are shown in Table 1 at the top
of the next page.

E. Discussion

The superior performance of selection cooperation over
DSTC in network setting is not surprising: with m transmit
antennas, selection transmit diversity (with log2(m) bits of
feedback) also outperforms space-time codes (no feedback
required) in traditional MIMO systems. The performance loss
of space-time codes (STC) results from the power constraint:
with m antennas, the received signal power in each time
slot with STC is

(|h1|2 + |h2|2 + . . . + |hm|2) /m, while the
received power with selection is |hmax|2, where |hmax|2 =
max

(|h1|2, |h2|2 . . . , |hm|2). Note that, as described above,
in a distributed network DSTC also requires significant feed-
back.

Although it could be deduced that selection will outperform
DSTC, the extent and the region of this performance gain is
not clear a priori since, as previously stated, simple selection
carries a power penalty. Furthermore, although in a decode-
and-forward system with a single source-destination pair the
optimal solution is clearly beamforming, this is not necessarily
true in a network setting where each node has a peak power
constraint. In this scenario, the optimal solution and the trade-
offs involved in suboptimal solutions is still an unexplored
problem. Finally, it is worth stating that the selection scheme
described here could be extended in several ways. At the cost
of additional overhead in channel feedback, the performance
of the selection scheme could be improved by optimal power
allocation across the (n + 1) relay-destination channels. Al-
ternatively, selection cooperation may be implemented in con-
junction with incremental (or opportunistic) relaying wherein
a relay transmits only if required [3], [16].
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TABLE I

COMPLEXITY AND CENTRALIZATION REQUIREMENTS FOR THE SIMPLE, SUB-OPTIMAL AND OPTIMAL SELECTION SCHEMES AND DSTC

Scheme Complexity Centralization Overhead
Simple m2 No m[log(m − 1) + (m − 1)]
Sub-Optimal m! Yes m[log(m − 1) + (m − 1)] + Lmm

Optimal mm Yes m[log(m − 1) + (m − 1)] + Lmm

DSTC −− No m(m − 1)

IV. CONCLUSIONS

In this paper, we have presented selection cooperation
in distributed, multi-source networks. Through analysis and
simulation, we have shown that selection cooperation achieves
full diversity order and significantly outperforms DSTC in
a distributed system for all networks with more than three
potential relays. This is because the relays do not have to
“waste" energy transmitting to destinations over poor chan-
nels. Furthermore, simulations show that this improvement
is greater in the practical case of geographically distributed
nodes with channel qualities impacted by distance attenuation
and shadowing.

The one significant drawback with selection cooperation, in
a network setting, is the overhead involved in choosing a relay.
Relay nodes must declare themselves eligible to cooperate and
the destination must feedback the choice of relay. The analysis
in this paper neglects the small overhead to choosing a relay
on the overall throughput. However, it does not change the
straight-forward manner in which the scheme could be applied
or the central claims made here.

APPENDIX

A. Outage Probability: Single Transmission

In this section, we develop the outage probability Pr[Isel <
R] for selection cooperation in a single user system. As in [9],
the derivation uses the total probability law:

Pr[Isel < R] =
∑
D(s)

Pr [D(s)] Pr [Isel < R|D(s)] . (15)

1) Probability of the Decoding Set: This derivation is given
in [9] and is summarized here for completeness. Relays are
in the decoding set if the source-relay channel satisfies

Pr [r ∈ D(s)] = Pr
[|as,r|2 > (22R − 1)/SNR

]
= exp

[−λs,r(22R − 1)/SNR
]
.

Because each relay makes independent decisions and the
channel fading realizations are independent, the probability
of a specific decoding set is

Pr[D(s)] =
∏

ri∈D(s)

exp[−λs,ri
(22R − 1)/SNR]

×
∏

ri /∈D(s)

(
1 − exp[−λs,ri

(22R − 1)/SNR]
)

�
[
22R − 1
SNR

]m−|D(s)|−1

×
∏

ri /∈D(s)

λs,ri
, (16)

where the final approximation in (16) is valid at high-SNR.

2) Outage Probability Conditioned on the Decoding Set:
This section develops the outage probability for a single source
node s communicating with destination d using a relay chosen
among m− 1 relays from the decoding set. The chosen relay
has the best relay-destination channel, i.e., largest |ar,d|.
Define the random variables X and Y as

X = max
ri∈D(s)

{|ari,d|2
}

; i = 1 . . . |D(s)|, (17)

⇒ FX(x) =
|D(s)|∏
i=1

(1 − exp[−λri,dy]), (18)

and
Y = |as,d|2, (19)

⇒ fY (y) = λs,d exp[−λs,dy], (20)

where the cumulative distribution function of X in (18) is
derived using the independence of |ari,d(s)|2 ∀ i. For the
proposed selection scheme, the channel mutual information
is thus

Isel =
1
2

log(1 + SNR(X + Y )). (21)

Let b =
(
22R − 1

)
/SNR. Since b → 0 as SNR → ∞, coupled

with the approximation ex � (1 + x) as x → 0, using the
binomial expansion yields (see (22) at the top of the next
page), where

(
n
p

)
= n!

p!(n−p)! . After solving the integral, some
manipulations and the use of identity 0.155 from [22], this
expression reduces to

Pr[Isel < R|D(s)]

= b|D(s)|+1λs,d

[ ∑|D(s)|
j=0

(|D(s)|
j

)
(−1)j

j+1

∏|D(s)|
i=1 λri,d

]

= b|D(s)|+1λs,d
1

|D(s)| + 1

|D(s)|∏
i=1

λri,d. (23)

3) Outage Probability: The total outage probability is
obtained by substituting (16) and (23) into (15)

Pr[Isel < R] = bmλs,d

∑
|D(s)|

1
|D(s)| + 1

×
∏

ri∈D(s)

λri,d

∏
ri /∈D(s)

λs,ri

=
[
22R − 1
SNR

]m

λs,d

∑
|D(s)|

1
|D(s)| + 1

×
∏

ri∈D(s)

λri,d

∏
ri /∈D(s)

λs,ri
. (24)

Hence the proposition in Section II is proved. �
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⇒ Pr [Isel < R|D(s)] = Pr [(X + Y ) < b] (22)

=
∫ b

0

|D(s)|∏
i=1

(1 − exp[−λri,d(b − y)]) λs,d exp[−λs,dy]dy

= λs,d

|D(s)|∏
i=1

λri,d

∫ b

0

(b − y)|D(s)|(1 − λs,dy)dy

= λs,d

|D(s)|∏
i=1

λri,d ×
∫ b

0

|D(s)|∑
j=0

(|D(s)|
j

)
b|D(s)|−j(−y)j(1 − λs,dy)dy

B. Outage Probability of Simple Selection: Network Settings

In this section, we develop the outage probability bounds
of selection cooperation in network where the relay node is
chosen in a “simple" manner - the chosen relay is the one
that can decode the source message correctly and has the best
relay-destination channel.

We consider a source node sj ∈ M communicating with
its destination d(sj) using a relay rj . We use the random
variable N to denote the number of other source-destination
pairs that have also selected relay rj . We assume that all other
destination nodes have equal average channels to all the relay
nodes. This assumptions makes N independent of the average
channel values and consequently of the node selected by d(sj),
thus significantly simplifying the analysis.

The outage probability for this source-destination pair is
again obtained by using the total probability law, averaged
over N .

Pr[Isel < R] =
m−2∑
n=0

Pr[Isel < R|N = n]p(N = n), (25)

where p(N = n) denotes the probability of relay rj supporting
n nodes other than the chosen source node sj .

To further simplify the analysis, we use the high-SNR
approximation that all relay have correctly decoded the data
of all source nodes except for source sj . The relay rj is thus
included in the decoding set of all source nodes (note that
this approximation will give an upper bound on the outage
probability, as it increases the average value of N ). At best,
no other source-destination pairs have selected relay rj and
N = 0. At worst, all other source-destination pairs have
selected rj , in which case N = m − 2 (a source cannot
relay for itself, and thus rj cannot relay its own data). Thus
0 ≤ N ≤ m−2. In the case of equal average channels between
all destination nodes other than d(sj) and the relay nodes, the
random variable N has binomial density independent of the
average channels

pN (n) =
(

m − 2
n

)[
1

m − 2

]n [
1 − 1

m − 2

]m−2−n

. (26)

The other term in (25), Pr[Isel < R|N = n + 1], is the
outage probability of the sj − dj communication aided by
relay rj , which is also supporting N other source nodes, and
thus expending P/(N + 1) Joules/symbol for each supported
source node. The mutual information, given that N = n, is

thus

Isel =
1
2

log
(

1 + SNR × Y +
SNR
n + 1

X

)
, (27)

where Y and fY (y) are defined in (19) and (20) and

X =
1

(n + 1)
max

ri∈D(s)
{|ari,d|2}; i = 1 . . . |D(s)|

FX(x) =
|D(s)|∏
i=1

(1 − exp[−(n + 1)λri,dy]) . (28)

The development of Pr[Isel < R|N = n] is very similar to
that shown in Sections A.2 and A.3 and we thus give only the
final result:

Pr[Isel < R|N = n]

=
[
22R − 1
SNR

]m

λs,d

∑
|D(s)|

(n + 1)|D(s)|

|D(s)| + 1

×
∏

ri∈D(s)

λri,d

∏
ri /∈D(s)

λs,ri
,

=
[
22R − 1
SNR

]m

λs,d

∑
|D(s)|

(n + 1)|D(s)|

|D(s)| + 1

× λ
|D(s)|
ri,d

∏
ri /∈D(s)

λs,ri
. (29)

where the n + 1 sources supported by the relay account
for the factor of (n + 1)|D(s)| within the summation, and
the last simplification stems from the assumption that all
nodes have equal average channels to their destinations, i.e.,
λri,d = λrk,d = λr,d,∀i, k.

Combining (25), (26) and (29), using the binomial expres-
sion yields (22) at the top of next page, where

where

Km =
(

m − 2
n

)[
1

m − 2

]n [
m − 3
m − 2

]m−2−n

. (31)

Hence the proposition in Section III-C is proved. �
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