Practical joint domain localised adaptive
processing in homogeneous and
nonhomogeneous environments.

Part 1: Homogeneous environments

R.S8.Adve, T.B.Hale and M.C . Wicks

Abstract: This two-part paper presents a comprehensive appreach to practical space—time
adaplive processing (STAP) for airborne phased array applications. Part | veformulates the JDL
algorithim fo remove restrictions placed by the original development for ideal linear arrays of point
sensors. In doing so the performance ol the JDL algorithm is significantly improved in simulations
and in measured data. The paper deals with STAP in homogencous and nen-homogencous
enviromments with Part | focusing on homogeneous cnvironments and Part 2 dealing with STATP
within range cells determined to be nonhemaogeneous, Part 1 deals with applying the previously
propased joint domain localised (TDL) algorithm to practical phased arrays. Part 2 iniroduces a
new STAP algorithm for application in nonhomogencous interference scenatios. The algorithm is
& hybrid of direct data damain and statistical adaptive processing.

1 Introduction

Airborne surveillance radar systems operate in a severe and
dynamic interference environment. The interference may
be deliberate (jamming) or elutter. The ability to detect
weak targets, such as slow and small aircraft, requires the
suppression of the interference in real time. Space -lime
adaptive processing (STAP) techniques promise to be the
best means to suppress such interference.

Consider a phascd array antenna with NV spatial channels,
possibly subarrays of a larger array, with M pulses per
coherent processing interval (CP[). The most siraightfor-
ward STAP algorithm uses all NM degrces of freedom
(DOFY. The algorithm cstimates the MM dimensional
covarignce mateix ol the interference to minimise the
expecled squared ecror with respect to the desired signal
{1]. I practice, an accurate cstimate requires about 2N to
INM independent, identically distributed (i.i.d.) secondary
dala samples [2]. Obtaining such a large munber of i.i,d.
samples is difficult, if not impossible. Furthermore, even if
ii.d. samples arc available, the associaled computation
¢xpense makes this lully adaptive algorithm impractical.

To overcome the drawbacks of the fully aduptive algo-
rithm, researchers lave limited the number of adaptive
weights so as to reduce problems associated with sample
support and computation expense. Wang and Cai [3]
intreduced the joint domain localised (JDL) algorithm, a
post-Doppler,  beamspace  approach that  adaptively
processes the radar data after transformation to the

1K Proceedings onling no, 20000035
DAL 10.1049/ip-rsn: 200006035
Paper firgt received 24th March und in revised form 25th October 1999

The authers are with the Air Force Research Laboratory, Sensors
Direclorae, Stgnal Processing Branch, 26 lilectronic Parkway, Rome,
NY 134414514, USA

FEY Proc-Radear, Sonar Navig., Yol 147, No. 2, April 2000

angle—Doppler domain. Adaptive processing is restricted
to a localised processing region {LPR) in the fransform
domain, significantly reducing the DOF while retaining
maximal gain against thermal noise. The reduced DOF
leads o corresponding reductions in required sample
support and computation load,

In developing the JDL algorithin, the avthors assume the
receiving antenna 1o be an equi-spaced linear array of
idcal, isotropic, point sensors. Based on this assumption,
space—time data is transformed to the angle—Doppler
domain using a two dimensional discrete Fourier transform
(DFT). Under certain restrictions, this approach is valid
beeause the spatial and temporal steering veetors form
Fourier coefficients ([4], pp. 12-17). Due to the ortho-
normality of the DUT, the look space- time steering vector
is localised 10 a single point in the angle-Doppler domain.

The use of a 2-D DFT restricts the spacing between
angle/Doppler bins and the possible look dircctions/
veloeities. Without <cro padding, the DFT can form only
N orthogonal angle beams and M orthogonal Doppler
beams. If the look direction matches one of these N
angle beams and the look Doppler matches one ol these
M Doppler beams, the look steering veetor is a column of
the 2-D DT matrix, which is orthogonal to the other
columns of the malrix. The transformation therefore loca-
lises the loak steering vector to a single bin in the angle—
Doppler domain. To maintain the localisation of the target,
the vse of a window to suppress transform sidelobes is
discouraged. For a small array, the beams are widely
spaced in angle with correspondingly reduced cortelation
between beams. or a large array, the beams are spaced teo
close logether with little information gained with each
additional beamn resulting in very high beam to beam
correlation.

When applying the JDL algorithn to measured data, a
crucial assumption in the development of [3] is invalid.
The elements of a real array cannot be point sensers.
Owing to their physical size, the elements of the array
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are subject to mutual coupling. Furthermore, the assump-
tion of a lincar array is restrictive. A planar array allows for
degrees of freedom in azinuth and clevation, Therefore the
Fourier cocfficients do not form the spaiial steering vector
and a DTT does not transform the spatial data to the angle
domain. In this case, a DFT is mathematically feasible but
has ne physical meaning.

In a physical array, the spatial steering vectors must be
measwed or obtained using a numerical electromagnetic
analysis. These steering vectors must be used to transform
the space domain to the angle domain. This transformation
is necessarily non-orthogonal with a corresponding spread
of target information in the angle—Doppler domain, Earlier
altempts to apply JDL to a real amay ignored the non-
orthogonal natire of the measured spatial transform [5].

This paper develops the JL algorithm as applied to the
case of an ideal array and serves to clarify the original
development of the JDL algorithm as proposcd by Wang
and Cai {3], inorder to highlight the restrictions placed on
the algoritun by the original formulation. The JDL algo-
rithm is reformulated in teems of a transformation matrix
which eliminates the restrictions on the JDL algorithm, and
the DFT based formulation becomes a special, not neces-
sarily optimal, case. Examples arc presented illustrating the
improvement in processing performance obtained by the
new formulation, using simulated data for a linear array of
isotropic scnsors and measured data from the MCARM
databasc [6].

Italicised letters deneote scalars and integers, such as x
and N, and Jower case bold italic characters denote column
vectors, e.g. x. Upper case bold italic characters such as R
dencle matrices, while subscripts to bold characlers repre-
sent the entries in the veetor or matrix, such as R,

2 Jaint domain localised processing

Consider an equispaced linear array of & isofropic, point
sensors as shown in Fig. 1. Lach channet reecives A7 data
samples corresponding to the M pulses in a CPI. Therefore,
for each range bin the received data is o length MN vector x
whose entries munbered s to [(m - DN — 1] correspond
to the returns at the N clements from pulse number m,
wherem=0,1,..., M — 1. The data vector is a sum of the
coniribulions from the external interfercnee sources, (he
thermal noise and possibly a target, i.c.

x =&l ) +etn (N

where ¢ is the vector of inlerference sources, a1 is the
thermal noise and £ is the target amplitude, equal to zero in
range cells without a target. The term v(gh,, /) 1s the space -
time steering veetor corresponding fo a possible target at
look angle ¢, and Doppler frequency f,. Note that in STAP
the steering vector sets the look dircction where the target
is assumed to be. Tn practice, there is some beam mismatch
between the real target retuen and the steering vector. This

broadside

Fig. 1 Lincar array of point sensars
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stecring vector can be written in terms of a spatial stecting
veetor al,) and a lemporal steeting vector bif) [4],

Wby} = B @ al) @

. [P s T
al(,) — [[ ol2nh ai22mf cJ(e\—l}Qr!ﬁ-] 3)

B(fy) = [1 i Oty ei(.-w—lJznf,ffn]T @)
where @ represents the Kronecker product ol two vectars,
J. the normalised spatial fiequency given by (d/2)sin ¢, 4
the wavelength of oporation and £, the pulse repetition
Trequency (PRF).

The spatial steering veclor ef¢) {s the magnitude and
phasge taper received at the & elements of the array due to a
far field source at angle $. Owing to electromagnetic
reciprocity, to transmit in the direction ¢ the elements of
the array must be oxeiled with the conjugatcs of the
stecring veotor, 1.¢. the conjugates of the stecring vector
maximize the response in the dircction ¢. Transformation
of spatial data 1o the angle domain at angle ¢ therefore
requires an inner product with the corresponding spatial
sleering vector. Similarly, the temporal stecring vector b(f)
corresponding to a Doppler frequency J is the magnitude
and phase taper measured 4t an individual clement (or the
M pulses in a CPL An inner product with the correspond-
ing temporal steering vector ransforms time domain data
Lo ihe Doppler domain. The angle—Doppler response of the
data vector x at angle ¢ and Doppler /is therefore given by

Heb, f) = [B() @ a(d)x (5)

where the tilde {~) above the scalar x signifies the trans-
form domain. Choosing a sct of spatial and temporal
stecring  vectors  generates a corresponding  veetor of
angle- -Doppler domain data.

Egns. 2—4 show that for an ideal array the spatial and
temporal steering vectors awe identical to the Vourier
coefficients. Based on this observalion, the ranslormation
to the angle—Joppler domain can be simplified under two
conditions.

(i) If a sct of angles arc chosen such that {d/(Asin ¢)) is
spaced by 1/¥ and a set of Doppler frequencies are chosen
such that (f7fz} is spaced by 1/, the transformation to the
angle-Doppler domain is cquivalent to the 2-D DFT.

(iiy Il the look angle ¢, corresponds to ene these angles
and the look Doppler f; corresponds to one of these
Dopplers, the steering vector is a colupm of the 2-D
DIT matrix and the angle—Doppler steering veelor 1s
localised to a single angle Doppler bin.

The JDL algorithm as originally developed in [3]
assuncs both thesc canditions are met. This simplification
is possible only in the case of the ideal, cquispaced, lincar
array of Fig, 1. Owing to beam mismatch, the localisation
to a singic point in angle—Doppler space is only exact for
the look steering vector.

As shown in Fig. 2, a LPR coentred about the look angle—
Doppler point is (ormed and interference is suppressed in
this angle Doppler region enly. The LPR covers 4, angle
bins and 4, Doppler bins. The choice of n, and #, is
independent of ¥ and M, i.e. the localisation of the target to
a single angle—Doppler bin decouples the number of
adaptive degrees of freedom from the size ol the data
cube, while retaining maximal gain against thermal noise.
The covariance maltrix corresponding to this LPR is csti-
maled using sceondary data [rom neighbouring range cefls,
The adaptive weights are then caleulated by

iw=R"p (6)
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where R is the estimated angle Doppler covariance matrix
corresponding to the LPR of interest. The number of
adaptive unknowns is equal to 1,i,. The steering vector
lor the adaplive process is represented by ¢ and is the
space Lime steering veetor v of eqn. 2 transformed to the
angle -Doppler domain. Under the two conditions listed
above, ¥ is given by the length #,4, veetor

Vo 10,0,..., 0,1,0,..., 0,0 (7

It must be cmphasised that this simple form of the steering
vector is valid only because the DITU s an orthogonal
transformation and the spacce. time slecning veelar g trans-
formed 1o the angle Doppler domain using the same
transformation as used for the data.

The adaptive weights ol eqn. 6 are used (o [ind a stalistic
for detection by hypothesis testing. Thig paper uses the
modified sample matrix inversion (MSMI) slalistic [7]

S 2

Phs :i_"i_'\_'-_'f“. (8)
MSMI i

where X pp i3 the length y,n, angle—Doppler data vector
from the LPR and range cell of interesy,

3 JDL processing based on a transformation
matrix

As doveleped by Wang and Cai [3], the JDOL algorithm
assumes a limear array of point scnsors and the (woe
conditions listed in Seciion 2. These conditions, though
not explicilly stated in [3], restrict the choice of spacing
between angle—Doppler bins in the transform domain and
also the allowed look dircctions.

The most significant problem with the 11, algorithm
described in Seetion 2 is that the assumption of an array of
point sensors cannot be satisfied in practice. Tach array
element must have a non-zero physical size leading 1o
mutual coupling between the elements, Furthermore, the
assumption of a lincar wray is overly restrictive. Real
arys may be planar o atlow for degrees of freedom in
azimuth and elevation. In practice, the spatial steering
vectors are not the Fourier coeflficients given by cqn. 3
and must be measured or oblained using a numcrical
clectromagnetic analysis. The stecring vectors so abtained
can be used to transform the space domain to the angle
domain. The confinuced use of a DFT is mathematicaily
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foasible, but the ansform domain would not be the angle
domain and weuld have no physical meaning,

This paper replaces the DFT-based transformation
deseribed o Section 2 with a general translormation
mairix. The key contribution of this new approach is the
climination of the two stipulations on the ariginal IDI.
algorithm of [3]. This formulation can be directly applied
to both lincar arrays of isotropic point sensors and physical
arrays of arbitrary confliguration, In both cuses, the modi-
fications can resull in significanily improved detection
petlormance.

In the DI, alporithm, only data from within the LPR is
used for the adaptation process. Egn. 5 indicates that the
transformation from the space—time domait Lo the ungle-
Daoppler domain is, in cfleet, an inner product with a
space—time steering vector. This argument holds truc for
idcal lincar arrays and physical arcays. Mathematically
there fore, the relevant transformation to within the LIPR
is & pre-mulliplication with a (M x 5,5,) transformation
matrix. The transformation process is

Xipp = T'x Q)]

For example, based on eqn. 5, if the LPR covers 3 angle
bins {¢b |, hp, b5 1, =3y and 3 Doppler bins {f |, /. fi;
Ha=3)

T=160/_\} @l 1) B/ @aldy) ML) Dald))
i) @algp_) B @ uldy) b)) ® ald))
bY@ aldb ) b)) & aldy) bY@ a(Pp)] (10)

=1b0f 1) blfy) B @ ey alda) e} (1)

In [3], to achieve the simple form of the angle—Deppler
steering vector given by cqn., 7, the vse of a low sidelobe
window o lower the transfomm sidelobes is discouraged.
Howaver, the use of a low sidelobe window may be
incorporated by maodilying the transformation matrix of
cqn. 11, 16 a length N taper ¢, s to be used in (he spatial
domain and a length M taper £ in the temporal domain, the
transformation matrix is given by

r= [ff 0] h(.f—]); Lo b(ﬁ)k Lo h(l’l)]
@R[, Qaldh )i, Qulipg): 1, Qafh))]  (12)

where @ represenls the Hadamard product, a point-by-
point multiptication of two vectors,

The angle—Doppler steering vector used to solve for the
adaptive weighls in cgn, 0 is the space—time stecring vector
v (ranglormed Lo the angle Doppler domain via the same
transformation malbrix T, i.e.

= Ty (13)

-

Note the transformalion watrix delined in egn. [ is
defined for the chosen (requencies and angles without
any restrictions on their values, Further, ne assumption is
made about the form of the spatial or temporal steering
vectors, 1.¢, the use of a translormation maltrix climinates
the two restrictions placed on the original IDL formulation.

[n the case of a lincar arcay of isotropic point sensors,
the stecring vectors are abtained from cgns. 3 and 4. [f the
angles and Doppler frequencics satisfy the conditions
listed in Seelion 2, the ranslormalion matrix 7 reduces
Lo the eclevant rows of the 2-D DFT matrix, The DI T-bascd
farmulation is cquivalent to choosing a spacing in the
angle domain such that (/A sing =1/V and in the
Doppler domain of Af— i/, Turthermore, if both the
look angle and Doppler correspond to one of thesc
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angles and Dopplers, the tansformed steering vector of

cqn. 13 is cquivalent Lo the steering veclor ol egn, 7. The
formulation of [3] is a special, nol necessarily optimal, case
ol the more general Tornwilation presented in this Seclion.
The steering vector associated with a given angle is the
measured magnitiude and phase taper due to a calibrated
far-field source. If measurements are net available, the
steering vectors can be oblained lrom a numerical clectro-
magnetic analysis of the receiving antenna, Usually, cven
in the case of a real array, the pulses are equally spaced in
time and hence the temporal steering veclor is unchanged.
In the case of a real array, the spatial component in equ. 2
must be replaced with a imeasured steering vector, e,

et = b)) Q an(eh) {14)

Similarly, the spatial steering vectors in the transformation
matrix of eqns. 11 and 12 must be replaced wilhh the
corresponding measured slecring vectors.

In Scction 2, assuming both listed conditions arc met
and bascd on the arthogonality of the DFT, the target is
localised to a single point in (he angle-Doppler domain
and the angle Dappler steering vector reduces to the
simple form in eqn, 7. This simplification is invalid once
the two restrictions are relaxed and the target information
is spread in the angle--Doppler domain. The use of eqn. 13
accounts for the resulting spread in target information.

Melvin and Himed [3] applied the JDL algemithm to
measured data and used the measured sicering veclors fo
ranslorm the space domain to the angle domain. In effeet,
without explicitly sfating so, they use a transformation
mateix in the spatial domain and a DFT in the temporal
domain, The spacing belween the angles chosen for the
LPR is determined by the available measured stecring
veetors. The spacing between the Doppler frequencies is
fixed by the DFT. Crucially, the resulting change on the
angle -Doeppler steering vector (%) is ignored and they
assume the simplificd form of the sleering veetor in eqn.
7 is valid, However, this is untrue since the use of i
diflerert wansform from the spatial domain to the angle
damain vielates the assumptions on which cqn, 7 s bascd.
Uurthermore, the auwthors ol [5] cxplicitly discourage the
use of windows in the translormaiion,

4 Numerical examples

[ this Sectien, four examples illustrate the improvement in
adaptive performance gained by taking the non-orthogonal
nature of (he spatial stecring veetors into account, The
examples also illustrate the usc of a windowed transtorma-
tion from the space lime domain 1o the angle—Doppler
domain. Two of the examples presented use simulated data
bascd on an ideal linear array of point sensors. The other
two examples use measured data from the multi-channel
airborne radar measurements (MCARM) [6] database.

4.1 Simulated data

The {ormulation presented in Scetion 3 removed  Lhe
restrictions placed by the original development of the
JBL algorithm in [3]. This Scction presents two examples
to illustrate the improvements in defection performance,
The examples use simulated data based on an ideal
lincar array of isotropic point sensors. The models uscd
to generate the data are bricfly explained below in Section
4.1.1. The detection performance is illustrated by plotting
the probability of detection {#,), obtained using a Monte
Carlo simulation, as a function of the target signal-to-noise
ratio for a chosen probability ef false alaem (£4). The
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MSMI statistic of cqn. & is used. This statistic has a
constant falsc alarm rate (CFAR) in that, given Gaussian
interference, £y, is only dependent on the chosen threshold.

In cach of the examples presented, the £, is evaluated
for two cases: the DIV hased JDL algorithm of [3] and the
formulation presented in this paper. The sceond case shows
that the spacing belween angle and Doppler bins in the
transform domain may be chosen independently of the
number of ¢lements and pulses. [n this paper the spacing in
the angle is chosen 10 be a lraction of the spacing dictated
by the DI T-based formulation.

4.1.1. Data models: These cxamples use a data cube
confaining the simulated retorns of clutter and larget
information by an airborne lincar array of isotropic point
sensors, The data generation scheme uses the physical
model presented by Jaffer ef. «f. [8] and Ward {4].

The clutter is modelled as a sum of the contributions of
many discrete far-lictd sources. In this paper, 181 discrete
sources arc uscd, spaced 17 apart. The amplitude of cach
source is a complex Gaussian random variable whose
average powear is set by a chosen clutter-te-noise ratio
{CNR) and also weighted by the transmit beam pattern of
the array. The normalised Doppler shift associated with
cach clutter source is sct by the velocity of the array
platform v, and is given by (f4], p. 25)

Lo — fleosd, {15)
2v

=" 16

f dﬁe (6)

The parameter f§ 18 the number ol half clement spacings the
platform traverses in one pulse interval. The contribulion
of a clutler paich at angle ¢, is thercfore

e{eh,} = B £} & ald,)] (17

where # is a weighted complex Gaussian randem variable
a8 described above. The sum of clutter contributions from
all 181 angles forms the received clutter vector,

The thermal noise is modelled as a Gaussian while neisc
process, The average power is sel to unity allowing for the
clutter and target powers to be referenced to the white-
noise power, These simulations do not include the offeets
of other interference sources such as jamimers, As given in
cqn. |, in those range cells with a target the coniribution of
the target is given hy vl f)).

The examples using simulated data ignore olher Tactors
that affect STAP performance such as crab angle, muatual
coupling and beam mismatch between target and steering
veetor, Tuble | lists the details of the array and interforence
scenario. The Table also lists the parameters used in the
implementation of the JDL algorithm and the spacing
between angle and Doppler bins in the formulation of the
modified JDI. algorithm developed in this paper.

4.1.2. Fxampla 1. Half-wavelength spacing: This
example uses data received by an 8-clement array with 8
pulses per CP. The spacing between arvay elements is A/2.
In the case of the DI, the spacing between angle bins s
sel at A(sin )= 05N =025, ¢, the angle bins arc
spaced Ad¢r= 1447 uparl. This large spacing leads lo
uncorrctated beams. The new formulation vscs a spacing
of 7.24°, half that of the 1Y°T case,

Tn his example 36 sccondary dala vectors are used 1o
estimate (he 9 x 9 angle -Doppler covariance malteix, For
the MSMI CTAR stutistic, the threshold for a false-alarm
raic of 0.01 (£, —=0.01) is 8.35. This high {alse-alarm rate
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Table 1: Parameters for examples 1 and 2

Parameter Example 1 Example 2
Elements A B 8
Puisaos M B B
Element spacing 0.5 10/.
Pulse repetition frequency 1024 Hz 1024 Hz
Mainbeam transmit azimurh 0 deg 0 deg
Transmit array paltern unifarm uniform
bl 5.0 2.5
Number of clutter patches 181 181
Target normalised Doppler, f 1/3 1/3
Target azimuth, ¢, 0 deg
Thermal neise power unity Lnity
Cluttar-to-naise ralio 50dB 56dB
Number of Doppler bing in LPR 3 3
Mumber of angle bins in LFR 3 3

Angle bin spacing-modified JDL. 1/2M 1N/2
Doppler bin spacing 1/2M 10

is chosen Lo reduce the number of trials required to obtain a
reliable cstimate of the probability of detection. The
number of trials is chosen to be $964.

Fig. 3 plots the probability of detection versus the
signal-to-noise ratio for the above thresheld. The solid
curve is the P, using the optimal weights obtained using
the known space time covariance matrix. The other two
curves compare the 2, using the formutation developed in
this paper, with the #, uging the DFT-based JIX . ajgorithm.
Asx is seen, the probability of detection is signilicantly
higher for the new formulation for the same signal-lo-noise
ratio and the same . The new formulation shifits the 2,
curve to the left by approximately 4dB, a significant
improvement in delection performance,

4.1.3. Example 2. Large interclement spacing! hc
second example illustrates the working ol the new formu-
latien, using an array with a lirge interelement spacing of
10A. The details of the array, the secnario and the para-
meters used e the implementation of the JDL ajgorithm

1.0 ﬁﬁf__ - 7 (e ldaas 22 R LR

0 ] 10 15 20 25 30 35 44
SMR
Fig. 3  Example . Probability of deteetion against signa-to-noise rafin
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are listed in Table 1, Uere the Doppler spacing chosen for
the modificd SDL algorithm is the same as in the case of
using a DFT. As in Secction 4.1.2, 9964 independent
realisations are used to cstimate the probabilily of defec-
tion.

Fig. 4 plots the probability of detection versus Lhe
signal-to-noise ratio (or the same threshold as in Example
1. The solid curve is the P, using the optimal weights
obtained by using the known covariance matrix, The other
two curves compare the Py, uging the formulation devel-
oped in this paper with the Py using the DFT-based JDL
algorithm. For the same F,;, the new lormulation shifts the
£y eurve to the Ieft by approximately 2.5 dB.

It must be emphasised that this paper does not investi-
gate the oplimal spacing between angle and Doppler bins
o maximise the performance of the I3 algorithm. The
spacings used here represent just one possible choice. The
choice of the optimal spacing hetween angles and Doppler
bins in the wanstorm domain is an open research problem,

4.2 Measured data from the MCARM database
This Scction prescnts examples ol the performance
mprovement gained using the formulation presented in
this paper, as applied to measured data. The examples usc
data from the multi-channel aithorne radar measurcments
(MCARM) [6] database, a vast collection of clutter and
signal measurcements collected by an ajrborne radar over
multiple flights with multiple zcquisitions on each flight.
The acquisitions used in these examples usc a 22-clement
rectangular areay arranged in 4 2x 11 prid, Vach CPI
comprises 128 pulses (M = 128).

The database includes cluiler measurements oaver
different terrain and the roturns from a target aiveralt
flying approximately parallel to the radar platform. Some
acquisitions include the signals (tones) from a moving target
simulator {(MTS) of koown Doppler shift and power. Also
provided with the data is a set of measured spatial steeting
veetors for some specified azimath and clevation angles. As
explained in Scetion 3, these steering vectors are used in [3)
and here lor spatial processing of the data,

The two cxamples presented here illusirate the improve-
ment in detection performance by accounting for the
non-orthoganal nature of the steering vecters, For each
cxample, three scenarios are comparcd, T the first two
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scenarios, the space—time data is transformed using a DI'T
in time and the measured steering vectors in space. The
{irst scenario ignores the target spreading due to the non-
orthogonal nature of the spatial stecring vectors, This is
equivalent to using eqn, 1! to translorm the space--time
data to the angle—Doppler domain, but using eqn, 7 as the
angle—Doppler steering vector. Thig apptoach has been
used by [5].

The second scenario accounts for the non-orthogonality
and so uses eqn. 13 o evaluate the angle—Doppler steering
vector. The final scenario uses a window before transform-
ing the time domain to the Doppler domain. This scenario
uses eqn. |2 to evaluate the transformation matrix and eqn.
13 to cvaluate the adaptive steering vector for JDL, This
paper introduces for the first time the use ol a window in
the transformation. In all examples, 3 angle bins and 3
Doppler bins form the LPR and 36 secondary data veetors
are uscd to estimate the angle—Doppler covariance matiix.
The spatial steering vectors are measured at approximately
1% spacings. The covariance matrix of the interference is
estimated using 18 secondary data cells on cither side of
the range bin of interest, neglecting the first range cell on
each side as a guard ecll. The MSMI statistic of eqn. 8 is
used [or cetection,

[n a radar system, a beam is transmitted in a particular
direction and the teturns arc processed (or targets in that
direction only. Hence, while all Dopploer frequencies of
interest are examined, the angle bin of interest remains
constant over the entire CPI. Therefore the adaptive sicer-
ing vector of eqn. 13 can be calculated o« priori [or cach
CPT,

The perlormance of windowed JDL is sensitive to the
choice of window. In [9], Tlarris compares the properties of
many ditferent possible windows. His (igure of merit is the
differenee between the cquivalent noise bandwidth and the
normalised 3-dB bandwidth of the window. Using this
criterion, he concludes that for fixed point arithmetic, (he
Kaiser—Besscel window is the top performer. The sidelobes
ol the Kuiser—Hessel window can be controlled by a
parameter x which is half the time-bandwidth produet of
the window, In (his work, we use a 128-point Kaiser—
Bessel window with « =log(128) in the time domain. In
the space domain, due to the limited number of clements
available, the reduction in the mainbeam gain is significant
even for shallow windows. Hence, 8 window is not used in
the space domain.

4.2.1. Example 1. Injected target: In lhe first exam-
ple, a fictilious target of chosen amplitude, direction and
Doppler is added (o the MCARM data at a particular range
bin. The amplitude and phase laper of the injected target at
cach of the 22 channels is obtained [rom the measurcd
steering vectors, The amplitude of the injected larget is
chosen such that it is too weak to be ohserved by non-
adaptive digita] beamforming, The JIDE algorithm is used
to deteet the injected targel by suppressing the clutter.

The IDL pracessing is performed at the target angle bin,
for a few range bins surrounding the injected target, and (or
all Doppler bins. Since this example uses measured data,
the {igure of merit used to compare the threc scenarios is
the scparation between the MSMI statistic at the target
range/Dappler bin and the highest statistic at other range or
Doppler bins. A large separation implies a large difference
between farget and residual interference, improving the
ability to detect the target.

This cxample uscs data from acquisition 575 on flight 5.
The (arget parameters are
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amplitude {£) =0.00003 /0
angle bin = 0" = broadside
Daoppler bin=- ¢

range bin= 290

Unfortunately, the MCARM database docs not clearly
define the noise level of the antenna. Different approaches
to evaluating the noise level have viclded significantly
varying results. For the acquisition at hand, the noise
floor has been estimated beiween --81 and - -95dB.
Therelore the signal-te-neise ratio of the injcoted target
before and after processing is not available,

Fig. 5. plots the MSMI statistic, at the broadside and
target range bin, ag a lunction of Doppler for the first
scenario where non-orthogonality is ignored. The statistic
at the target location is clearly visible over the surrounding
clutter, However, the targel is lound at Doppler bin —8,
not the expected —&. The separation between the statistic
at bin —8& and the highest clutter siatistic at bin --24 is
3.13dB. The statistic at Doppler bin —9 is actually lower
than the surrounding clutter. Vig. 6 plots the MSMI statistic
as a {unetion of range for Doppler bin —9. The target at
range bin 290 is overwhelmed by the clutter at range bin
266 and the target is 8.73 dB below the clutter,

Fig. 7 shows the same plot when the non-orthogonal
nature of the spatial stecring is accounted for. The
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improved detection perlormance is clearly visible wilh the
peak in the corteet Doppler bin of — 9. The highest statistic
at Doppler bin 53 is 8.39dB below the sialistic at the
targel, Thig is an improvement of 5.26 dB over the first
scenatio. Fig, 8 plots the MSMI statistic as a function of
range at the target Doppler for the second case. Note that
accounting for the non-orthogonality of the stcering
veetars makes the larget stand cut over the surrounding
clutter, The statistic at the target range 290 is 2.49dB over
the hiphest clutter statistic at range bin 266. This is an
improvement of 11.22dB over the first case.

Fig. 9 plots the results when the Kaiser-Besse! window
is used. The statistic is maximum at Doppler bin --9,
showing a scparation of 8.80dB, and improvement of
5.67dB over the first scenario and 0.41dB over the
second scenario. Fig, 10 plots the resulls versus range.
Again, the farget al range bin 290 stands oul over the
surrounding clutter. The separation over the highest clutter
statistic is 3.13 dB, an improvement of 11.86d13 over the
first scenario and 0.64 dB aver the second scenario.

A summary of the results in Figs. 5 10 is presented in
Table 2. The improvement lisled is over the raditional JDL
case,
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Table 2: Separation belween statistic at target and the
next highest statistic

Algarithm Doppler Improvement  Range Improvement
JDL 313dB  N/A —8.73dB MNA
Modified JDL.  8.390B 5.26dB 243d8 11.22dB

JDL-windowed 8.80dB  5.67dB 3.13d8 11.86dB

4.2.2. Example 2. MTS tones: Flight 5 acquisilion
152 includes clutler and tones from a moving target
simulator {(MTS) reecived at pre-selected oppler Ifequen-
cies. Flve tones are received at appreximatcely — 800 Hz,
(06B), 660 Hz (— 14d13), --400 [z (—20dB), —200 Nz
{—26dB) and 0 Hz (--31 dB), The data in this acquisition
ave the rcturns from 128 pulses measured at 22 channels.
Using the Global Position System (GPS) and inertial
navigation unit data of the radar platform, the known
location of the MTS soucce and the timing of the MTS
pulse, it is possible to caleulate the lecations of the tones in
range, The MTS generator is triggered by the transmit
main beam and so the tones arc in the transmit direction,
For uequisition 152, the toncs are located mainly in range
bin 450 and about 6° degrees towards the nose. The pulse-
repetition frequency for this (light was 1984 Hz, hence the
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separation of 200Hz corresponds to nearly 13 Doppler
bins.

Using the acquisition with the MTS tones allows us to
compare the performance of the JDL algorithm in the
above scenarios on real data without any injected targets.
The tenes act as returns from moving targets. The presence
of five MTS tones makes it difficult to define a single
figure of merit to compare the different scenarios and so a
visnal inspection is used for comparison.

Fig. b1 plots the results of using a non-adaptive digital
beamformer to locate the MTS tones in Doppler at the
range bin and angle of the transmitter. The strongoest tones
at Doppler bins —52 and —39 are clearly visible over the
clutter. The other 3 tones are visible but embedded in the
surrounding clutter.

Fig. 12 plots the results of using the IDL algorithm
without accounting for the non-orthogonality of the steer-
ing voctors. As can be seen, the five MTS tones are visible,
with the strongest tone at bin — 53 spread out over Dappler
space. However, a few spurious tones are also seen. Fig. 13
plots the results of taking the non-orthogonality into
account using ¢qn. 13. The five MTS tones all clearly
stand out over the clutter and the spread of the strongest
tone has been curtailed. The spurious tones arc completely
suppressed. Fig. £4 plots the case where the Kaiser—Bessel
window is used to transform the time domain to the
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Doppler domain. Again, lhe five tones elcarly stand out
and the spread of the sirongest tone is curtailed. This case
shows some improvement over the case of Vig. 13,

5 Conclusions

The JDL processing algorithm, as originally developed by
Wang and Cai [3], iransforms space—time data to the
angle~Doppler domain using a 2-13 DI, Fhe DFT-based
transformation restricts ook angles and the spacing
hetween the angle: Doppler bins in the transform domain.
Thesc reslrictions are not explicitly stated in the original
presentaticn. Furthermore, in practice, the spatial stoering
vecter is affected by mutual coupling between the elements
of the urray. The DTT is not the appropriate transform from
the space domain to the angle domain. In a practical case,
spatial data must be ransformed to the angle domain using
an inner product with the corresponding measured steering
vector. The spatial transformation is necessarily nen-ortho-
gonal, leading to spreading of target information in the
angle domain.

This paper reformulates the JDL algorithm in terms of a
general transformation matrix encompassing both the theo-
retical and practical scenarios. The formulation removes
the restrictions placed on the original JDL algorithm.
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Removing the restrictions on spacing between angle and
Doppler bins significantly improves the performance of the
J13. algorithm. Section 4.1 uscs two examples to illustrate
the improvement in the probability of detection for a given
faisc-alarm rate. Thesc examples use simulated data from
an ideal array of peint sensars. This allows for enough
independent realisations for a reasonable Monte Carlo
simulation. [t must be emphasised that the choice of
optimal spacing between angle and Doppler bins is yel
an open tesearch problem.

This paper also presents examples to illustraic the
improvement in adaptive processing using measured data
from the MCARM program, While earlier researchers have
used measured sicering veetors for the spatial transforma-
tion [5], the resulting spread in target information had been
ignored. The formulation presented in this paper accounts
for the spread, and yiclds significantly improved perfor-
mance.

This paper also introduces, for the first time, a window
in the transformation from the space—time domain 1o the
angle—[oppler domain. In earlier publications on the JIDL.
algorithim, the use of & window is explicily discouraged
because of the resulting spread in targel information.
Tlowever, since any target spread can be accounted [or, it
is pessible to take advantage of the low transform sidelobes
by using un appropriate window.

The key contribution of this new approach is the
elimination of the two stipulations on the original JDL
algorithm of [3] and the introduction of 1 matrix-based
transformation io the angle-Doppler domain.
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