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Abstract— Since the introduction of cooperative diversity,
many different implementations have been proposed to increase
the reliability and/or power efficiency of distributed networks
via relaying. One simple and flexible scheme introduced has
been coded demodulate-and-forward, where the relay only de-
modulates, instead of decodes, the received data, to create and
forward a new codeword to the destination. This reduces the
complexity of hardware as well as the energy consumption by
the relay. In this paper, we consider another flexible feature of
the coded demodulate-and-forward scheme, where the relay uses
only a fraction of its codeword to assist the source, while using the
rest of the codeword to transmit its own information. Previous
schemes have generally focused on all-or-nothing cooperation
where a relay either contributes all its resources or none at all
to the source. Depending on the channel conditions, improved
diversity order of the source codeword can be achieved with
some small loss in the relay’s own transmission performance.
Here we identify the necessary criterion for the source to achieve
a diversity order of 2.

I. I NTRODUCTION

Cooperative diversity has been shown to provide significant
performance gains in distributed wireless networks where
communication is impeded by channel fading. One specific
motivation in this research area, and the motivation behind
this paper, is reliable communications in sensor networks: dis-
tributed networks comprising simple, battery operated nodes.
In such networks a relay (or group of relays) forwards infor-
mation for a source node. The relay channel was first studied
in [1], where the capacity of the degraded relay channel was
determined. The next breakthrough came when the concept
of cooperative diversity was introduced in [2], [3]. In those
papers, the authors analyzed the situation with users helping
each other in a cellular setting. Since then, numerous works
have been presented to introduce and/or analyze cooperative
schemes that provide diversity gain in fading channels.

One of the more prominent works in cooperative diversity
is [4], where two schemes, amplify-and-forward (AF) and
decode-and-forward (DF), were presented and analyzed. In us-
ing DF, the relay attempts to fully decode the source codeword,
and re-encodes and transmits the codeword to the destination
upon successful decoding. To avoid error propagation, the
relay may check if it has decoded correctly before retrans-
mission. Practical implementation of the DF schemes include,
but are not limited to [5], [6], [7]. In [5], a convolutional code
is used to improve the performance over all the links, and
the relay uses a cyclic redundancy check (CRC) to ensure the

received data is correct before forwarding to the destination.
Turbo codes are used to improve the error rate over all the links
in [6], whereas rateless Raptor codes are used in [7] to ensure
enough code bits are received by the relay before it cooperates
with the source node to transmit to the destination. In the latter
two cases, the relay must perform fairly elaborate decoding
processes, clearly at the expense of battery power and more
complex hardware. This runs counter to the constraint of small,
simple, nodes with limited battery power. On the other hand,
it is clearly desirable to harness the gains due to error control
coding.

In order to reduce the complexity of the hardware and the
energy consumption at the relay, the relay can demodulate in-
stead of decode the received signals. Demodulate-and-forward,
independently proposed in different contexts in [8], [9], is
a significantly simpler scheme; the relay does not perform
any decoding, but rather just demodulates the received signals
from the source, and forwards the demodulated bits. In [8], at
the destination, the received signals from potentially multiple
relays are processed before being summed and provided to
a bit detector. In [9], a similar scheme is presented. How-
ever, instead of forwarding the demodulated bits, the relay
performs simple parity encoding, and the destination uses the
sum-product algorithm [10] to decode the source codeword.
Analysis and simulation results for the coded demodulate-
and-forward schemes are presented in [11] and [12], where
low-density generator matrix (LDGM) [13] codes and repeat-
accumulate (RA) [14] codes are used respectively. In all
cases with one relay, a diversity order of 2 can be observed,
despite the fact that only simple operations is required at
the relay. In these works LDGM and RA codes are chosen
for their excellent performance in additive white Gaussian
noise (AWGN) channels, as well as flexibility and simplicity
in their encoding procedure (as opposed to say, low density
parity check codes). The goal was not to achieve capacity, but
reliability while yet minimizing complexity.

In this paper, we developfractional cooperation, another
advantage provided by flexibility of demodulate-and-forward
coupled with decoding on graphs. In most of the available
literature, it is assumed that the relay either uses all of
its resources to relay for the source or does not relay for
the source at all, a “all-or-nothing” approach. However, this
generally assumes that the relay does not have its own data. In
a sensor network, on the other hand, each node in the network
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Fig. 1. System model of the 3-node relay channel.

is both a source and a potential relay. Given its own limitations
(such as available battery power and latency of it own data),
a “relay node” may be willing to give up only afraction of
its resources to the “source”. We still identify these nodes
as source and relay to emphasize who is relaying for whom.
Using the demodulate-and-forward scheme, we will see that a
relay can incorporate both its own data and that of the source
into the codeword transmitted to the destination node. If the
relay is closer to the destination than the source node, then the
performance it sacrifices to assist the source is small compared
to the performance enhancement provided to the source node.
Fractional cooperation was mentioned as a possibility in [12],
not developed in any detail.

This paper is organized as follows. In Sec. II, we provide the
system model associated with our analysis, and the parameters
used to describe the demodulate-and-forward scheme with
repeat-accumulate codes. In Sec. III, we analyze this scheme to
present the criterion that must be satisfied to achieve a diversity
order or 2 for the source codeword, followed by simulation
results and discussions in Sec. IV. Finally, we will provide
some concluding remarks in Sec. V.

II. SYSTEM MODEL AND PARAMETERS

The system model used in this paper is the 3-node relay
channel illustrated in Fig. 1, although this coding scheme
can be extended to networks with multiple relays. The sys-
tem includes the source, relay, and destination nodes and
are denoted as S, R and D in the figure. We assume that
the channels between the nodes are independent quasi-static
Raleigh fading channels, where the channel coefficientshSD,
hSR andhRD are constant for the whole codeword, but change
from codeword to codeword. We also assume the receiver in
all communications has channel state information (CSI) and
the destination node has knowledge about the CSI of the S-
R channel. We impose the restriction where the nodes cannot
transmit and receive simultaneously, and synchronization be-
tween the nodes is not available. The relay is assumed to be
too simple to perform error control decoding of the source’s
transmission.

When the source node has data that needed to be com-
municated with the destination, it first forms a codeword
cs ∈ {0, 1}ls , wherels represents the total number of symbols
transmitted by the source, and then performs the mapping from
{0, 1} to {+1,−1} to form the symbol vector to be transmit-
ted,s. In our scheme, transmission requires two phases. In the
first phase, the source node broadcasts the source symbolss,
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Fig. 2. Factor graph of demodulate-and-forward with the use of RA code.

and the baseband discrete-time representation of the received
signals at R and D at timei can be written as

ySR[i] = hSRs[i] + nR[i], (1)

ySD[i] = hSDs[i] + nD[i], (2)

wheres[i], i = 1, . . . ls, are the binary source bits in a block of
length ls, hSR andhSD are fading channel coefficients on the
S-R and S-D channels respectively, andnR[i] and nD[i] are
independent complex white Gaussian noise with varianceN0,R

andN0,D respectively. The average received symbol signal to
noise ratio (SNR) of the S-R channel is given by

γ̄SR =
E[|hSR|2]

N0,R
(3)

where E[·] represents statistical expectation. The average
received symbol SNR for the S-D channel,γ̄SD, can be
calculated in a similar manner.

After receiving the transmitted source symbols, the relay
demodulates them and maps them to{0, 1}. In the next
step, the relay takes afraction of the demodulated bits, and
togetherwith its own information bits, forms a new codeword
cr ∈ {0, 1}lr . Similar to the source node, it performs the
mapping from{0, 1} to {+1,−1} to obtain the symbol vector
r, and in the second phase, these symbols are transmitted to
the destination. The baseband discrete-time representation of
the received signal at D at timei is

yRD[i] = hRDr[i] + nD[i], (4)

wherehRD is fading channel coefficient on the R-D channel.
Similar to (3), the average received symbol SNR of the R-D
channel is given by

γ̄RD =
E[|hRD|2]

N0,D
. (5)

In this paper, RA encoders are used in both the source and
relay nodes, however the concept of fractional cooperation
is applicable to a much wider class of coding schemes. A
repeat-accumulate codeword is generated by first repeating the
information bits q times, then passing these bits through a



random interleaver to form the vectoru, and finally forming
the output vectorw using the following parity equation:

w[i] =

{
u[i] for i = 1,

u[i]⊕ w[i− 1] for i > 1,
(6)

where⊕ is the XOR operation. One of the reasons that RA
codes is chosen is because of its flexibility. The code rate can
be changed on-the-fly with the use of puncturing. Note that,
however, when puncturing is used, a systematic code must be
used to provide good performance [15]. In our scheme, the
information bits are concatenated with the punctured output
from (6) to form the codeword with the desired code rate. A
factor graph of demodulate-and-forward with the use of RA
code is shown in Fig. 2. In the figure, circles and squares
represent variable and check nodes respectively, where shaded
variable nodes represent punctured parity bits. The labelsvi,s,
vp,s, vi,r and vp,r represent source information and parity
bits, and relay information and parity bits respectively, and∏

is the random interleaver. Another advantage provided by
using RA codes is that we can make use of the sum-product
algorithm [10] for decoding. This allows us to take into
account the unreliability of the S-R channel while decoding.
More information on the decoding processes of this type of
demodulate-and-forward scheme can be found in [11].

Here we introduce some parameters that will be used in
the rest of the paper to describe the demodulate-and-forward
coding scheme. We useεi and εp to denote the fraction of
source information and party bits relayed. Hence, ifks denotes
the number of information bits in the source codewordcs, and
ls is the length of the codeword, then the number of total bits
relayed areεiks+εp(ls−ks). We letkr denote the information
bits in the relay codewordcr, and lr be the length ofcr. In
addition,mr denotes the information bitsoriginating from the
relay. Hencekr = mr +[εiks + εp(ls− ks)] must be satisfied.
Finally, we let rs and rr denote the code rate of the source
and relay codewords respectively. Throughout this paper we
have setq = 3, hence with the use of puncturing the code
rates can range from 1/4 to 1.

III. A NALYSIS OF FRACTIONAL COOPERATION

In this section, we will show the conditions that must be
met in order to allow the source to achieve diversity order of
2 in the frame error rate (FER) with the help of one relay. In
addition, we will show that in assisting the source, the relay
cannot achieve a diversity order of 2 in the FER.

Theorem 1:In a one-relay network, letrs be the rate of the
source codeword, andεi and εp be the fraction of the source
information and parity bits included in the relay codeword.
Then

rs ≤ εp

1− εi + εp
(7)

must be satisfied to obtain a FER with diversity order of 2 for
the source codeword.

Proof: Let ks be the number of source information bits,
and ls − ks be the number of parity bits. Then sincers =

ks/ls, the number of source bits that are included in the relay
codeword is given by

εiks + εp(ls − ks) = (εirs + εp − εprs)ls. (8)

Because only some of the source’s symbols are selected
for relaying, the S-R-D channel as seen from the source
codeword point of view is an erasure channel, with the erasure
probability given by

e = 1− [(εi − εp)rs + εp], (9)

which is independent of the channel conditions. Given an
erasure channel with erasure probabilitye, the capacity is1−e
[16]. This means that the code rate,rs, must be less than or
equal to1 − e for successful decoding. Thus, for successful
decoding on the relay link, this translates to the condition

rs ≤ 1− e

= (εi − εp)rs + εp, (10)

and the condition in (7) follows from minor manipulation of
this expression.

In order to achieve diversity order of 2, the decoder must
have the ability to decode the codeword in the event of
an outage over the S-D channel, or equivalently, when the
instantaneous received symbol SNR of the S-D channel,γSD,
is 0 (otherwise, a minimum SNR is required on the S-D
link, which is the definition of a system with diversity order
1.) Hence, in order for successful decoding in the event of
an outage over the S-D channel, the condition in the above
equation must be satisfied. Thus, with the S-D channel present,
the condition must be met in order to achieve a diversity order
of 2.

A scenario where the above condition is met is whenεi = 1
and εp = 0, and for anyrs. In this case a diversity order of
2 can be achieved with the use of 1 relay. Another example
that a diversity order of 2 can be achieved is whenrs = 1/2
and εi + εp = 1.

Corollary 2: The frame error rate of therelay codeword
has diversity order less than 2 for the demodulate-and-forward
coding scheme.

Proof: In order for the relay to achieve a diversity
order of 2, the condition in (7) must be satisfied for the
relay codeword as well. From the setup of the scheme, the
correspondingεp for the relay,̃εp, is 0, since its parity bits are
not relayed by any other nodes, and (7) becomes

rr ≤ ε̃irr, (11)

whereε̃i is the fraction of relay information bits that are also
transmitted by the source, i.e., bits from the source that are
relayed by R. This translates tõεi ≥ 1. However, sincẽεi < 1
as long as the relay is using part of its codeword to relay the
source bits, diversity order of 2 cannot be achieved for the
relay codeword.

This corollary, at first glance, seems obvious since no other
node is forwarding information for the relay. However, as we
will see in the simulation results, the relay can achieve a



diversity order of greater than 1. Since the relay includes the
source’s information, decoding the source’s codeword helps in
decoding the relay’s codeword as well.

IV. RESULTS AND DISCUSSIONS

A. One-Relay Network

The simulation results for two different scenarios are shown
in this section. Both scenarios use a path loss exponent of
α = 4 [17]. In the first scenario we have the relay closer to
the source than it is to the destination, where if we let the
distance between the source and destination bedSD, then the
distance between the source and relay,dSR, is 0.4dSD, and that
between the relay and destination,dRD is dSD. The received
signal energy is proportional tod−α, whered is the distance
between the transmitter and receiver, the relationship between
the average received symbol SNR of the various channels is
given by

γ̄SD = (0.4)4γ̄SR = γ̄RD. (12)

In the second scenario the relay is closer to the destination
than it is to the source, wheredSR = dSD anddRD = 0.4dSD.
The relationship between the average received symbol SNR
of the various channels is given by

γ̄SD = γ̄SR = (0.4)4γ̄RD. (13)

In both cases, the rate of the source codewordrs is set to 1/2.
Here we present and compare simulation results for two

different cases. In both casesεp = 0, ks = 2000 and
ls = 4000. In order to provide a fair comparisonlr is
fixed at lr = 4000 such that the amount of energy used for
transmission in both cases are the same. The parametersεi and
rr are varied to show two different ways to employ fractional
cooperation. In the first case, we set the rate of the relay code
rr = 1/2, and εi, the fraction of source information bits,
is adjusted according to allow the required relay information
bits, mr, to be transmitted. In the second case, instead of
varying εi, we setεi = 1, and adjustrr accordingly to allow
the requiredmr to be transmitted. Hence, in the first case,
when we havemr = 1000 and mr = 500, εi = 1/2 and
εi = 3/4 respectively. In the second case, formr = 1000
and mr = 500, rr = 3/4 and rr = 5/8 respectively. The
simulation results are shown in Fig. 3. The solid lines represent
FER for the source information bits, and the dash-dot lines
represent FER for the relay information bits.

When rr = 1/2, the source and relay FER are almost the
same, whereas the source and relay FER are vastly different
whenrr is allowed to be varied in order to relay all the source
information bits. From the plot, we can see that the diversity
order is approximately 1 for all the curves, except the ones
represent the FER for the source codeword withεi = 1. This
comes at a cost of increasing the relay code rate, and the
loss is evident from the shift of the relay FER curves. The
loss, compared with its constantrr counterpart, is about 2 dB
when rr is reduced from 1/2 to 3/4, and about 1 dB when it
is reduced to 5/8. There is also a slight decrease in the source
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Fig. 4. Plot of frame error rate with 1 relay, where the relay is closer to the
destination node.

FER with εi = 1 when rr is reduced, as illustrated by the
FER curve shift in the plot.

The simulation results for the scenario where the relay
is closer to the destination node is shown in Fig. 4. When
rr = 1/2, similar to the previous case, the FER performance
for both the source and relay are better with a largerεi.
The figure also illustrates an interesting result: the FER of
the relay codewords has diversity order of approximately 1.4
for all cases even though no other node forwards messages
for the relay. This is because of the relationship between the
source and relay codewords. Decoding the source’s codeword
significantly reduces the rate of the relay codeword, helping
decoding. In addition, the FER of the source codewords with
εi = 1 has diversity order of 2. Together with the simulation
results from Fig. 3, all these observations confirm the results
from Sec. IV.
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Other than the fact that the performance of the relay
codeword is better when the relay is placed closer to the
destination, another major difference between the simulation
results for the two different scenarios is that the source FER
is the same whenεi = 1 and rr is varied. This is probably
due to the fact that thēγRD is much greater than̄γSR, and
hence the performance is limited by the S-R channel, where
the difference in therr becomes irrelevant. In addition, when
εi = 1, the source benefits more from the relay being closer
to the source then the destination, although there is minimal
difference between the two scenarios whenεi < 1.

B. Two-Relay Network

The notion of fractional cooperation is fairly general and
can be extended to networks with multiple relays. Here we
include simulation results to show the performance of frac-
tional cooperation when two relays are used. In Fig. 5, the
FER for the case where 2 relays are placed closer to the
source is plotted, where the relationships between the average
channel SNR described in (12) still holds. As illustrated in the
plot, a source FER with diversity order of 3 can be observed
when εi = 1. Unlike the 1-relay cases, there is a slight gain
in the source FER performance when compared to its relay
counterpart withεi < 1. This is probably due to the assistance
it receives from the extra relay. Note that the performance of
the relay is almost identical to the scenario where only 1 relay
is used. Adding an extra relay only changes the source FER,
and the relay FER is not affected. This, again, confirms our
results in III, where we stated that the relay codeword cannot
achieve a FER with diversity order of 2.

V. CONCLUSION

In this paper we have developed the concept of fractional
cooperation, where the relay only uses afraction of its
codeword to assist the source, leaving “space” to transmit its

own information. As described above, this coded demodulate-
and-forward scheme is extremely simple, where simple hard-
ware is required at the relay and the energy consumption is
significantly reduced; only demodulation, instead of decoding,
is required at the relay. In addition, by using systematic RA
codes and puncturing, this scheme is extremely flexible. Hence
the relay can provide as much help as its own constraints allow,
constraints such as available batter power, latency of its own
data, etc. We have provided the criterion that must be met
in order for the source FER to have a diversity order of 2 at
high SNR, and shown that the diversity order of the relay FER
must be less than 2. And finally, the simulation results show
the increase in diversity order of the source FER that can be
achieved with 1 or 2 relays, by ensuring the required criterion
are satisfied.
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