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Abstract

Distributed aperture radars represent an interesting solution
for target detection in environments affected by clutter. Due
to the large distances between array elements, both target and
interfering sources are in the near field of the antenna array.
Recent works have demonstrated the benefits of combining
frequency diversity and space time adaptive processing for
distributed aperture radars. Using orthogonal signaling the
receivers can treat the incoming signals independently, sol-
ving several bistatic problems instead of the initial multistatic
problem. However, a well known problem in bistatic radar is
the dependency of the clutter Doppler center on range. We
analyze the benefits of joint use of waveform diversity and
adaptive techniques to counteract the non-stationarity of the
clutter Doppler.

1 Introduction

Recent works have shown the benefit of the joint use of dis-
tributed aperture radars and waveform diversity [1, 2]. The
large baseline of the distributed aperture radar results in im-
proved angular resolution compared to the resolution of a
monolithic system, at cost of grating lobes or high sidelobes.
The system under consideration is a very sparse array of sub-

apertures placed thousands of wavelengths apart. Each sub-
aperture of the array transmits a unique waveform, orthogonal
to the signals transmitted by the others; to achieve time ortho-
gonality we use pulses that do not overlap in the time domain.
Each aperture receives all the transmitted signals, but, due to
the orthogonality assumption, each signal can be treated inde-
pendent of the others. Waveform diversity is achieved using
multiple signals characterized by different pulse durations.

A very important issue arising from the work in [1] and [2]
is that, due to the very long baseline, both signals and inter-
ference sources are not in the far field of the antenna array.
For this configuration, the spatial steering vector depends not
only on signal angle of arrival but also on the distance be-
tween receiver and target. To take in account this range de-
pendency, some works model the steering vector as a function
of the curvature radius of the wave [3], modifying the phase
shift contributed to each antenna element. However, as out-
lined in [1], to take in account the waveform diversity, instead
of using phase shifts to model the delay of wave propagation
through the array, the processing scheme requires true time
delay between the widely distributed antennas. The interfe-
rence is modeled as a sum of several low power interference
sources, each with a range dependent contribution. A well
known problem in bistatic radar [4] is that clutter Doppler cen-
ter is range dependent due to the relative motion between an-
tennas and interference source. This dependency significantly
degrades the achievable performance of the receiver and must
be taken in account for effective clutter suppression.



The primary goal of this paper is to characterize the impact of
clutter non-stationarity due to the bistatic problem in the con-
text of waveform diversity. This paper represents an initial
effort in the area of bistatic and multistatic space-time adap-
tive processing (STAP) applied to distributed apertures. Based
on previous results, in this paper, we use a new waveform di-
versity model that involves the pulse duration [5] instead of
the frequency diversity proposed in [1]. In this paper we an-
alyze the performance improvement achievable using specific
techniques to counteract clutter Doppler non-stationarity.

The paper is organized as follows. In Section 2 we present
the problem at hand and develop the system and interference
models in the case of interest. In Section 3 we outline the clut-
ter Doppler range dependency. Section 4 presents results of si-
mulations illustrating the efficacy of our proposed approach.
In Section 5 we present the conclusions and outline the possi-
ble future research to improve on our present results.

2 System Model

The system under consideration is a ground based distributed
aperture radar attempting to detect low flying targets. For dis-
tributed arrays the steering vector depends on both the signal
angle of arrival (like in a far field source model) and on the
distance, due to the near field source model. In fact, given an
antenna array of aperture D, operating at wavelength A, the
distance r to the far field must be satisfy [3]
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Using typical values for distributed radars, D=200m and
A=0.03m the far field distance begins at a distance of appro-
ximately 2700km. It is evident that for many practical appli-
cations both signals and interference source might not be in
the far field. In this case the steering vector depends on both
angle and range.

Accounting for waveform diversity and the dependence of the
steering vector on range the processing scheme requires the
use of true time delays. In the following, we develop the
model for signal and interference source. The system is com-
posed of NV elements that are both receivers and transmitters.
Fig. 1 presents an example with 3 transmitting elements and 2
pulses per element. The sensors are located in the = — ¢ plane
at the points (z,,yn),n = 1,..., N and transmit a coher-
ent stream of M linear FM pulses, with common frequency
f, common pulse repetition interval (PRI) T',., common band-
width B but different pulse durations, i.e., the slope of instan-
taneous frequency varies among the N transmitted signals. To
achieve the orthogonality and waveform diversity the pulses
have different durations and do not overlap in the time do-
main. All N elements receive and process all N incoming

- 1 ]
= —
n=3

FRI

Figure 1: Time orthogonal signals with different pulse dura-
tion and common PRI

signals, i.e., if M pulses are used in a coherent pulse interval
(CPI), the return signal over time, space and waveform can be
written as a N2 M -length vector.

Due to the orthogonality of the signals, the receiver processes
each incoming signal independently from the others and uses
true time delay to focus on a look-point (X, Y;, Z;). Denote
as D, = /(X — 20)? + (Vi — yn)? + (Zt — 25)? the dis-
tance between the look point (X, Y;, Z;) and the nt" element.
The true time delay used by the receiver n is [1]

AD:Y = D,
AT, = maxi{Di} = Dn , @)
C

where ¢ is the speed of light. By using the true time delays, the
normalized response at the NV elements due to the IV signals
is just a vector of ones, i.e., the space-time steering vector, s,
is given by

s = s ®s,y, (3)
s — [Lejzﬁfdn,‘_.,ej(Mfl)xznder T, @)
Ssf = [1717 7"'71]T7 (5)

where @ denotes the Kronecker product, f; is the target
Doppler frequency, s is the M -length temporal steering vec-
tor as in [6] and s ;¢ is the N2-length space-waveform steering
vector of ones.

As in [6], the interference here is modelled as the sum of many
low power sources. The signal, transmitted by the n*" ele-
ment, over A/ pulses with pulse shape ., (t) is given by

M—1
sn(t) = u,n(t)ej2”ft+¢;u,n(t) = Z Upn (t —mT}), (6)
m=0

where 1) is a random phase shift. The choice of same PRI
ensures the same temporal configuration over the pulse num-
ber m. The received signal at the element i corresponding to
the nt" transmitted signal due to the [*" artifact located at the
point (z!, 4!, 2%) is

FI(8) = Al (t = Tmg) P27+ aen) E=minn) - (7)

where A is the complex amplitude with the random phase (¢
is therein incorporated), f} . is the Doppler frequency of the



interference source and
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is the delay from n*" transmitter to /** interference source
plus the delay from the last one to the i*" receiver element.
After down conversion, delay and matched filtering, the re-
ceived signal becomes

M—1
. ) . l
i (t) = § : Alhe—ﬂﬂfrmzeﬂﬂfdmmTr
m=0

Xn(t —mT — Ty — AT;, f(licn), (8)

where (7, f) is the ambiguity function of the pulse shape
upn(t) evaluated at the time delay 7 and the Doppler f!_ .
Sampling this signal every ¢ = kT corresponding to each
range bin and using x,,(mT5., f) ~ 0,m # 0,

n _ M—=1 41 —j2nfrini oj27fL. mT,
TP(KT) = YTy b i2n ezl

Xn(kTs —mT, — Tin — ATia f(ljcn) (9)

Finally, given N. interfering sources located at points
(2!, y', 2,1 = 1,..., N, the received signal at i*" receiver
on the m!" pulse due to nt* signal is

z} (kTyym) = S " Aled2mmint ei27 facu T
X(kTs —mTy — Tim — ATia f(licn) (10)
We can now implement a space-time-adaptive-processing
(STAP) involving the modified sample matrix inversion
(MSMI) [7] statistic for target detection. As usual, we esti-
mate the interference covariance matrix from secondary data.
Due to the orthogonality the covariance matrix is diagonal

R, 0 0
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R = . . (11)
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where
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is the n*" block of the matrix in (11) and is relative to the n**
transmission. The vectorsy ,x,n = 1,...,N,k =1,..., K
are the secondary data collected for the nt* transmission; they
include the additive white Gaussian noise beyond the clutter.
The superscript (-)f represents the Hermitian or conjugate

transpose. Using the above defined matrices we can calculate

the weight vectors for each bistatic problem
(12)

Wy = R;lsn

involving the space-time steering vector s,; these are the
space-time steering vector of each transmission, related to the
steering vector in (3) by

s = . (13)

Finally, the coherent output statistic is
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where y,, is the received signal. Note that the statistic as-
sumes coherence across all the transmissions. This is possible
because, unlike the frequency diversity case of [1], all trans-
missions share a common center frequency.

MSMI = (14)

3 Clutter Non-stationarity

One of the advantages of using orthogonal signaling is the
independent treatment of each signal at the receiver. Further-
more, this assumption changes the multistatic initial problem
into many individual bistatic problems and we can use results
from bistatic radar theory for our treatment. In particular, the
non-stationary nature of ground-based clutter in bistatic air-
borne radar is well known [4]; in this configuration the motion
of either transmitter and receiver causes the range dependency
of clutter Doppler. In our system the motion is due to the arti-
fact, while both transmitter and receiver are ground-based and
we have to reconsider the bistatic problem in the context of
waveform diversity. Fig. 2 shows the geometry of the system,
where Ar is the artifact, v is the artifact velocity, 8, 6z and
0, are, respectively, the elevation angles of the transmitter-
artifact path, the receiver-artifact path and the artifact velo-
city, o7, g and ¢, are, respectively, the azimuth angles of
the transmitter-artifact path, the receiver-artifact path and the
artifact velocity. The clutter Doppler frequency due to the mo-
tion is

fo = foz + foy + fD- (15)
where
v €08 8, cos p,[cos B; cos p; + cos b, cos @,
v cos B, sin @, [cos 0; sin ¢; + cos 6, sin @,
fou = eulconty da o )
1 6. Tsin 0 .
fis = v sin 6, [sin 6; + sin cpr]- (18)
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Figure 2: Geometry of bistatic ground radar

As demonstrated in [1] this non-stationarity affects the output
of the STAP processor. The basic hypothesis of the space-
time-adaptive-processing is the stationarity of the environ-
ment. In fact, the secondary data are collected from range
gates close to the one under test and are used to estimate
the covariance matrix of the interference; the good quality of
this estimation depends on the stationarity of the environment.
Due to the range dependency of the clutter Doppler frequency,
this hypothesis is no longer valid.

To improve the performance of the STAP algorithm over that
given in [1] we account for the clutter non-stationarity by
modifying the STAP processing [4]. Given the limited sample
support available we use the reduced dimension Joint Domain
Localized (JDL) algorithm. Using this algorithm we convert
the samples from the space-time domain to the angle-Doppler
domain. Using the JDL algorithm we can reduce the num-
ber of adaptive unknowns from NV M in the original domain to
N.Nd, Where 1, and 7, are, respectively, the number of angle
bins and Doppler bins chosen; Figure 3 presents a pictorial
view of the processing scheme, where the bin marked as "Sig-
nal" indicates the target location in angle-Doppler domain. As
in [8] we can convert the samples using a transformation ma-
trix T,, for each transmission. In a general case the trans-
formation from the time-space domain in the angle-Doppler
domain is an inner product with a space-time steering vector.
The transformation matrix is defined as

T, =s;(f) @ sspn (19)
where s, t,, is the V-length space steering of ones related to
the nt" transmission and f is a vector of Doppler frequencies
normalized by the PRF, centered at the Doppler of the target
and spaced by 1/M . For example, if n,=3 and n,;=3 this ma-
trix is

Ty = [s:(f-1),8:(fo),8e(f1)] @ [SspnrSspnsSspn]- (20)
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Figure 3: Localised processing region in angle-Doppler do-
main for n, = 1n4=3.

The relevant transformation is a pre-multiplication with
(NM x nunq) transformation matrix. So the received signal,
the steering vector and the weight vector in the angle-Doppler
domain are respectively for the n*" transmission

YnaD Tﬁ)’n (21)
SnaD Tg Sn (22)
WnaD = Tan (23)

where the subscript aD indicates that these vectors relate to
the angle-Doppler domain. Using the new vectors we can cal-
culate the decision statistic as in equation (14) with the vectors
of the transformed domain.

4  Simulation Results

Results reported in [1] had demonstrated the importance of the
use of waveform diversity for distributed aperture radars in or-
der to deal with the problem of grating lobes. Using frequency
diversity proposed in [1] it is possible to eliminate the grating
lobes. Using waveform diversity model the grating lobes are
smaller than that achievable with frequency diversity model
and a clear target identification is preserved [5].

Here we are interested in comparing the performances achie-
vable in the time-space domain with that ones in the angle-
Doppler domain. The experiments use the parameters shown
in Table 1. In the table Ty;rn and Ty 4 x represent the min-
imum and maximum pulse duration respectively. The differ-
ence between pulse durations of the the NV transmissions is
(Trmax — Tvrn)/N. The array elements are uniformly dis-
tributed in the 2 — y plane on a square 200m x 200m grid.
INR is the Interference-to-Noise Ratio.

Figure 4 compares the performance of the JDL algorithm with
the fully traditional space-time approach. As can be seen,
the JDL approach provides better results, largely because of
the improved estimation of the interference covariance matrix.



Parameter Value Parameter Value
N 9 M 3
TMIN 10/},8 TMAX 100/},8
B 10MHz f 10GHz
PRI 55N T INR 50dB
Target Velocity 50m/s Target SNR 10dB
X 476.9158m Y; -59.9566m
Z 200km N, 1e5
TNa 3 Nd 3

Table 1: Common parameters used in the experiments.

T T
Traditional | 4
— — — With JDL

entiated on more parameters (such for example the PRI and
the pulse duration) can even improve the achievable perfor-
mances making the waveforms used strongly different each
others. Another idea is the analysis of the effects of incorrect
knowledge about the target distance. One the fundamental
hypotheses is the knowledge of the delay from the i trans-
mitter to the target plus the delay from the target to the nt"
transmitter to recover the orthogonality at the receiver.
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Figure 4: Probability of detection versus SNR applying or not
the angle-Doppler transformation.

Due to the little dimensionality difference between the space-
time domain and the angle-Doppler domain the improvement
is small, less than 2 dB for a detection probability of 0.9.

5 Conclusions

This paper takes in account the range dependency of the clut-
ter Doppler frequency in a multistatic radar due to the relative
motion between antenna elements and scatterers. Based on
previous results, the signal model uses waveform diversity ap-
plied to distributed aperture radars. Based on the realization
that both signal and interference sources are not in the far-field
of the antenna array, this paper uses a data model accounting
for range dependency and waveform diversity based on true
time delay. To take in account the range dependency of the
clutter Doppler frequency we converted the samples from the
space-time domain to the angle-Doppler domain and selected
a small number of bins of the joint domain for the decision
statistic. The numerical simulation shows the improvement
achievable in terms of improved detection probability versus
SNR.

For future works, an interesting point of view is the possibility
of new waveform diversity schemes; using waveform differ-
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