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Abstract— This paper presents a technique for the recov-
ery of time delays associated with components of a signal
in a multipath communication channel. Matrix Pencil is
used to recover these delays from the channel frequency
response. This algorithm has some key advantages over
traditional super-resolution techniques such as MUSIC.
Most importantly, Matrix Pencil only requires a single
channel estimate and can estimate the delays associated
with coherent multipath components.

I. INTRODUCTION

A recent demand on wireless technology has been the
ability to accurately locate users in emergency situations,
also known as E911. Position location would also enable
value added services such as maps, local entertainment
options etc. One approach to position location is to
triangulate a user based on the time of arrival (TOA)
of the user’s signal. In a multipath environment, TOA
estimation requires only the shortest delay. However, if
all delays are known, this information can be used in a
RAKE receiver or for timing acquisition.

A proposed approach to TOA estimation has been
using super-resolution techniques such as MUItiple SIg-
nal Classification (MUSIC) [1]. The super-resolution
technique is applied after the estimated channel impulse
response (CIR) is transformed to the frequency domain.
The major drawback with use of traditional techniques
is that they start with an estimation of the signal co-
variance matrix. In our application, this would require
several estimates of the same channel, a time consuming
and wasteful process. Furthermore, data smoothing is
required if any two signal components were correlated,
further increasing the computation load while reducing
resolution. If the channel was varying slowly, the multi-
path components would invariably be correlated.

In other applications a relatively new super-resolution
technique called Matrix Pencil has been shown to pro-
vide accurate parameter estimates [2]-[4]. Here, we
show that Matrix Pencil is a practical and superior
alternative to the accurate recovery of multipath channel
delays. Given a reasonably accurate single estimate of

the channel, the algorithm provides accurate estimates
of the multipath delays. This algorithm can also handle
coherent multipaths.

Section II describes the channel model and the method
of channel estimation utilized. Section III briefly out-
lines the Matrix Pencil algorithm. The performance of
Matrix Pencil is evaluated and compared to MUSIC in
Section IV. The paper ends with some conclusions in
Section V.

II. CHANNEL MODEL AND ESTIMATION

Propagation through the channel results in fading,
the addition of complex Additive White Gaussian Noise
(AWGN), and multipath effects with a maximum prop-
agation delay D. The complex AWGN is modelled with
zero mean and unit power. Without any noise con-
siderations, the channel impulse response (CIR), h(t),
is modelled as a sum of M delta pulses (multipath
components) shifted according to the corresponding time
delays. The magnitude of each component is modelled
as a Rayleigh distributed random variable. The delays
may be modelled as Poisson distributed random variables
[5]. The use of a Poisson distribution is appropriate for
indoor wireless channels. However, one might argue that
in crowded cities, this distribution applies, but in a lower
scattering environment. The channel and its frequency
domain representation are therefore given by

M=

h(t) = amd(t — Tm), (1
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where M is the number of multipath signals generated by
the channel, o, is the amplitude of the m-th component
and 7, the associated delay. Eqn. (2) shows that given
the channel, the delays may be estimated using a super-
resolution technique such as MUSIC.
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In practice the channel is unknown and must be
estimated. In this paper we use the technique of [6],
obtaining a maximum likelihood (ML) estimate of the
channel using a training sequence. The training signal,
s(t) consists of b bits of data transmitted over the
channel. The input and output signals are sampled every
At. The received data has length N = D + P, P
being the midamble samples of this received data, where
P > D in order to satisfy invertibility requirements of
the CIR estimation.

The received time domain response of the channel is
given by
M
y(t) = ams(t — 7m) + n(t), 3)
m=1
where n(t) is the AWGN produced by the channel.
The frequency response is then obtained using a Fourier
transform of this CIR.

III. MATRIX PENCIL

From Eqn. (2), the frequency domain response of the
estimated noisy CIR is modelled as

M
H(j2nkAf) = > amzf, + i, 4)
m=1

where n,, represents the AWGN of the channel; and
Zm = e(TI2TAfTH) | with Af = 1/NAt. Note that if
we can estimate z,, we can also estimate the component
delays, 7,,,. This frequency domain expression falls into
the same format as the data for direction of arrival
(DOA) estimation. Super resolution techniques used for
DOA estimation, such as Matrix Pencil and MUSIC, can
therefore be applied to estimate 7,,.

A. Theory

The Matrix Pencil algorithm was originally developed
in order to estimate the poles of a system. The k-
th frequency sample at kAf of the ML estimate is
represented as Hysp(k), Kk =0,... N — 1. Consider the
following (N — L) x (L + 1) matrix formed using data
from this single sample in time,

Hpr(0) Hyr(L)
Hpp(1) Hyp(L41)
X = : : ’
HML(N'_L_l) Hyp(N —1)

(5)
where L is called the pencil parameter. Define two (N —
L) x L matrices Xo and X; as the first L and last L
columns of X, i.e. in MATLAB notation

Xo = X(;,1:L) (6)
X, X(:,2: L+1). 7

These two matrices can be written as

Xo = Z,AZ,, (®)
X1 Z1AZZ,, )
where,
[ 1 1
<1 M
zZ, = : : (10)
(N—L—1) (N—L—1)
21 M (N=L)xM
(1 = P
1 ZQd Zé_l
Z, = . : ; (11)
VN " Y
Zy, = diag[ z1 29 ZM ], (12)
A = diag[ a1 Qo am ] (13)

Based on eqn. (9), our goal is to estimate the entries of
the matrix Zg.

Consider the following matrix pencil,

X1 — AXo = Z1A [Zo — M| Zs. (14)

Choosing A = z,,, for some m, reduces the rank of the
pencil by one. The estimates for z,, are, therefore, the
generalized eigenvalues of the matrix pair [X1, Xo].

The amplitudes a.,, can then be obtained by a least
squared estimate [2]. These amplitudes are not required
for delay estimation, though are useful to compare the
recovered Matrix Pencil channel estimates with the ML
channel estimate.

In Section IV we compare the performance of Matrix
Pencil to the MUSIC algorithm. The MUSIC algorithm
begins with an estimate of the signal covariance matrix.
Theoretically, estimating the delays associated with M
components requires a minimum of M independent
multiple estimates of the same channel. In practice, many
more than M estimates are required, i.e. the channel
estimation process must be executed repeatedly. This is
a time consuming and wasteful process. As the channel
estimation is based on a training sequence, repeated
channel estimations result in reduced data throughput.
Furthermore, the channel must remain constant over the
several estimates. In rapidly varying channels, the use
of only a single channel estimate is crucial. Finally,
to be able to distinguish between correlated channel
components, the MUSIC algorithm requires the fre-
quency equivalent of spatial smoothing [7]. This further
increases the computation load while reducing accuracy.
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TABLE I
MATRIX PENCIL DATA. 1 SNAPSHOT
DELAYS=[11, 12, 15, 16]

True delay 1000 bits, 14dB | 6000 bits, 10dB
16.0 15.9899 15.9350
11.0 10.9384 11.0143
15.0 14.9924 15.0232
12.0 11.9977 11.9992

In this regard, the Matrix Pencil algorithm, as de-
scribed here, has some significant advantages. As shown
in [4], the algorithm requires about half the computation
load of covariance matrix based techniques such as
MUSIC. Furthermore, only a single channel estimate is
required. Since only a single channel estimate is used,
Matrix Pencil can distinguish between correlated com-
ponents. Note that if multiple estimates of the channel
are available, the Matrix Pencil algorithm can be applied
using an average estimate.

We use the Total Least Squares (TLS) implementation
of Matrix Pencil [3] to estimate the generalized eigenval-
ues. The TLS implementation helps in dealing with the
noise in the ML channel estimate. The algorithm requires
an estimate of the number of components (M). Here we
assume that the number of components is known.

IV. EXAMPLES

The computational accuracy of Matrix Pencil was
examined by varying the length of the training sequence,
and the SNR.

A. Example 1: A Single Channel Estimate

This example presents two results illustrating the
effectiveness of the Matrix Pencil algorithm using a
single channel estimate. In the first case, the training
sequence comprises 1000 bits with a SNR of 14dB. The
second case uses 6000 bits with a SNR of 10dB. Note
that these numbers only set the accuracy of the channel
estimate. Any improvement in the channel estimate will
clearly improve the Matrix Pencil estimates as well.
Only a single channel estimate is used. The results are
summarized in Table I

As is clear from the resulting data, the Matrix Pencil
approach provides excellent estimates of the delays. All
four signal delays are recovered with less than 1% error.

B. Example 2: Comparison with MUSIC

For a fair comparison with MUSIC we use 16 inde-
pendent channel estimates to obtain the signal covariance
matrix. Matrix Pencil is applied to the average of the
16 runs. Table II compares the results of Matrix Pencil
to MUSIC in the recovery of the channel delays from

TABLE II
COMPARISON OF DELAY RECOVERY METHODS.
16 SNAPSHOTS, SNR=6dB DELAYS=[11, 12,15, 16]

True delay | Matrix Pencil | MUSIC
16.0 15.9398 0.8828
11.0 10.8942 10.9076
15.0 15.0183 -0.5316
12.0 12.0186 12.0615
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Fig. 1. 16 Snapshots: bits=1000, SNR=6dB, delays=[11,12,15,16]

the 16 snapshots. Matrix Pencil successfully identifies
all of the delays while MUSIC is only able to identify
two of the four multipath signal components correctly.
This is because the channel is kept constant over all
16 estimates, making the different channel components
correlated. As we have not used spatial smoothing,
MUSIC cannot identify these components correctly.

Figure 1 compares the three frequency plots, H;geai,
Hyrr, and Hyccoverea- The recovered channel estimate
H,ecovereq 1s obtained using Eqn. (2) with the parame-
ters «,, and T,, obtained from Matrix Pencil. The true
values of the channel’s delay and amplitudes were used
to plot H;geqi- Hprr is the ML channel estimate using
the technique of [1]. All three frequency responses were
generated with four multipath signals which contribute
delays of [11, 12,15, 16]At. The signal amplitudes were
fixed to yield an SNR of 6dB, and the training sequence
uses 1000 randomly generated bits. The Fast Fourier
Transform size for the transformation to the frequency
domain is 32, which was selected within a constraint
of being at least twice the highest multipath delay. As
is clear, not only does the ML technique estimate the
channel accurately, but given the ML estimate, Matrix
Pencil is able to recreate the ML estimate exactly.
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V. CONCLUSION

This paper presented a practical approach to the recov-
ery of signal delays from channel estimate data. Matrix
Pencil was shown to be a more effective technique than
MUSIC. MUSIC’s requirement of multiple snapshots
involves the time consuming production of repeated
channel estimates. MUSIC failed to produce a successful
recovery due to coherent multipath. Only one snapshot
is required for Matrix Pencil to accurately identify the
delays of the multipath components.

The Matrix Pencil algorithm has several important
advantages: unlike covariance matrix based techniques, it
requires only a single channel estimate, it can be applied
in coherent multipath scenarios, it can be applied to
relatively rapidly varying channels.

This work was motivated by the necessity of channel
delay information for wireless communications appli-
cations involving position location of a carrier using
time of arrival information. However, the ability to
estimate the delays of all multipath components will
allow applications such as the RAKE receiver and help
in synchronization. The theoretical concerns that arise
due to the inherent presence of AWGN in a realistic

communication channel were addressed using the TLS
Matrix Pencil approach. Recovery using Matrix Pencil
was shown to be accurate and feasible.
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