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_ Abstract—We propose here an analytical framework to quan- such as outage probability [9].
tify the impact of cooperative diversity on the energy con-  This paper considers the issue of cooperative diversity in

sumption and lifetime of sensor networks. It is well accepted 1506 gcale, multihop, WSNs from a theoretical perspective.
that cooperative diversity increases energy efficiency in fading ' '

environments. However, previous works have not analyzed, from The goal is to develop. the theory needed to analyze large-
a theoretical perspective, these benefits in a network setting. Scale WSNs and predict network performance. We present
This paper presents a theoretical framework to model routing theory to determine the expected number of packets forwarde
behavior and cooperative relay selection, using this information py a node due to routing and cooperative partner selection.
to predict the lifetime and energy consumption of the network. Cooperation is achieved using the simple amplify-and-gdv
scheme [8]. We then use these results to predict the impact of
cooperative diversity on the lifetime of sensor networks. T

Wireless sensor networks (WSNs) refer to a broad class@ir knowledge such a theoretical framework for cooperative
wireless networks consisting of small, inexpensive andgne diversity in network settings has not been developed before
limited devices [1]. In these networks, sensors have th@res  The outline of this paper is as follows. Section Il provides
sibility of collecting data and communicating this infortiem an overview of the system model. Section Il and Section IV
to one or more processing centers. Our focus is on largmalyze the behavior of routing and cooperative relay selec
scale WSNs with medium-to-low node spatial densities. Thessspectively. Section V describes the energy analysis tsed
types of WSNs could be used in environmental monitoringuantify the impact of cooperative diversity on the life¢irof
applications, e.g., in detecting forest fires. WSNSs. The paper ends with conclusions Section VI.

Due to the fact that nodes are battery powered, energy effi-
ciency is the main challenge in designing WSNs. Researchers Il. SysTEM MODEL
have generally developed schemes for energy savingsAinGeneral Network Properties

specific layers of the protocol stack. For example, mulp-ho  Our network consists ofV sensors communicating with
routing and clustering have been shown to improve the energsingle data sink. The sensors are uniformly and randomly
efficiency of large scale WSNs [2]—{5]. Multi-hop routing isdistributed over a circular area of radiusand the data sink
necessary because nodes have a limited transmission rggd@cated at the center of this area. We assume the sensors
and can communicate directly over small distances only [Zre energy limited and the data sink has unlimited energy.
[3]. Theoretical analysis of multi-hop routing is restedt Since sensors are simple and inexpensive devices, we assume
to networks of extremely high densities [2]. The idea ahey have fixed transmission power levels. Specificallys¢he
clustering refers to partitioning the network into localsters, power levels Correspond to transmission raftii and R,
with one node in each cluster a cluster-head (CH). Cluserigjsed for multi-hop and cooperative relay selection respslgt
saves energy by allowing each CH to exploit correlationhese transmission radii are chosen to satisfy the lowendbou
through data aggregation [4], [5]. The CH may also act agansmission radius required to provide% probability of
a local server for individual nodes. network connectivity [10]. The sensors and data sink are
Energy saving protocols have also been developed in t@tionary.
physical layer. WSNs, like all other wireless networks, suff  |n Sections 11l and IV we make the implicit assumption that
from the effects of fadingCooperative diversity has been each node knows its own and its neighbors distances from the
shown to mitigate the impact of fading through distributedlata sink. This assumption is reasonable since our netwgork i

antenna sharing [6]-[9]. This form of diversity is espégial stationary and requires only local information sharing.
suited towards WSNs since size and power constraints restric

nodes from possessing more than one antenna. GenerBilyClustering Protocol
analysis of the resulting energy savings have been limg&dt We assume out network is clustered using a distributed
or 4-node networks [6], [7] or to information theoretic issu algorithm where CHs are selected randomly [3], [4]. These

I. INTRODUCTION
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Fig. 1. Example of a Section Belonging to a Multi-Hop Path

class of algorithms are practical to implement in WSNs since
WSNs are organized in a distributed fashion. We also assume
that the CH role is evenly distributed over the network and
each CH performs ideal aggregation, i.e., all cluster data i

aggregated into a single packet. ©

C. Routing Protocol Fig. 2. Example Topology for Multi-Hop Routing

We assume that min-hop routing (MHR) is used to establish

the multi-hop path from each CH to the data sink. MHR is , o ) ) )
known to perform well in stationary networks comprised grode’s forward transmission region. Section IV descriltes t

nodes with fixed transmission power levels. We use a sim&°Ccess of cooperative relay selection in more detail.

iterative algorithm that begins with nodes neighboring the
data sink broadcasting their hop number. In turn, neigimgori
nodes update and broadcast their hop number if necessar{ this section, we analyze the behavior of packet for-
and the process continues until each node in the network Weg&rding without cooperation. We assume the transmission of
determined its min-hop path to the data sink. Note that wheAckets dominates the energy consumption of sensors. Thus
traversing any min-hop path in decreasing hop number s analysis represents the first step towards predictieg t
have implicitly assumed that the distance between the node £nergy consumption of the network. The focus here is on low-
data sink is strictly decreasing. This assumption is suspec t0-medium density networks, as opposed to the high-density
networks with low densities, but becomes valid with inciegs networks considered in the available literature. The egigly
network density. This assumption significantly simplifig t USes a layered structure, similar to [2], where each laysraha

I1l. ANALYSIS OF MULTI-HOP ROUTING

theoretical analysis developed below. width R; (corresponding to the communication radius used by
_ o nodes for multi-hop transmission). We tetienote the distance
D. Cooperative Diversity of a node from the data sink. When MHR is used, we observe

If we assume each sensor in the multi-hop path hasthmt at even low densities we can roughly approximate the
cooperative partner, then each hop is no different tharhifeet number of hops between a node and the data sinkﬁblﬂ.
node network studied in [8]. Figure 1 illustrates one sectb The analysis below is based on a preferential routing
a multi-hop path where noded; and node)M, belong to the framework. This is an approximation to the MHR protocol,
multi-hop path and nodé€' represents a potential cooperativédut significantly simplifies the analysis. We differentiater
relay. All channels are modelled as slow and flat. The receieamework from [2] by allowing nodes to forward packets
to any transmission is assumed to know the channel perfectifthin their own layer. We can thereby approximate MHR at
The cooperating nodé€; in Fig. 1, helps in the communicationmuch lower node densities than considered in [2]. As shown
between nodes\/; and M, using the amplify-and-forward in Fig. 2(a), for a given node;, nodes that may potentially
(AF) protocol. Thus nod€’ receives a noisy version dff;’s forward packets tar lie in a circle of radiusR; centered
transmitted signal and transmits an amplified version of thait z. Since nodes are assumed to transmit forward towards
signal toM5. This protocol creates spatial diversity since nodine data sink onlyz can only receive packets from nodes in
M- receives two independently faded signals. the shaded region of Fig. 2(a). The layer structure allows fo
The performance of the AF protocol depends on the qualidjfferentiation of the routing behavior of nodes in this dbd
of the channel between the source and relay and betweegion based on whether they are located in the same layer
the relay and destination. Since generally channel qualigz.
decreases with distance, we restrict the selection of selapn If a willing multi-hop partner is available in a higher layer
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a node preferentially forwards its data to the higher laer.
example, consider Fig. 2(b). where nodeand nodeb are

in different layers. We modeb’'s routing behavior as being “r
indifferent to forwarding packets to and any other node in sl i
the shaded area of Fig. 2(b). Now consider the case where
x andb are located in the same layer. We modsl| routing
behavior to prefer forwarding packets to the shaded region i
Fig. 2(c). over forwarding ta:.. Consequently if no nodes exist

in this region, we then modélto be indifferent to forwarding
packets to node and any other node in the area of intersection
of b’s transmission region antls layer.

To express this framework rigorously, define the following i
variables (detailed in the appendix): o
Ai(x,b)=The area of intersection of’'s transmission i
region and the layer above,

As(x,b)=The area of intersection of's transmission
region andb’s layer,

N 4,=The number of nodes id;(z,b), whereie(1, 2),
A=The density of nodes in the network,= -7, network radiuse = 4R;. This density is considerably lower
N(r)=The expected number of packets forwarded atifian what has been used in the only available literature [2].
distancer from the data sink. In [2], the authors use a density ®00/(7R?). Clearly the

As mentioned above, the probability of nodechoosing theoretical analysis compares fairly well to the simulasio
nodex as its next hop, denoted bpyb, ), depends on whether especially so in the first layer, the most critical layer i th
b andzx are in the same layer. For the case wheendx are network.

in the different layers,
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Fig. 3. Expected Number of Packets Forwarded vs. Distance

IV. ANALYSIS OF COOPERATIVERELAY SELECTION

N
1
pbz) =Y SPr(Na, =n|Nay 21), (1)  This section analyzes the behavior of cooperative relay
n=1 selection to determine the number of cooperative packets
and for the case wherieandz are in the same layer, forwarded as a function of distance from the data sink. To our
N knowledge this is the first paper to consider such an analysis
1 The performance of the AF protocol depends on the position
p(b,x) =Y —Pr(Na, = 0)Pr(Na, =n|Na, >1). (2) , nds

—n of the relay relative to the source and destination. We assum

. . o . a node requests cooperation only from other nodes in its
where we use the binomial distribution to determine thﬁ)rvvard transmission region with corresponding radids.
pr(_)rbat:jlllty of_ha\g;\gn nodhes In-an arza&. b ¢ K This ensures that the relay is relatively close to both the®o

0 determine N(|z|), the expected number of pac €t%nd destination. A given node can only receive cooperation

forwarded by a node at distan¢e| from the data sink, we
have to recursively integrate over the shaded region inXa&).
and add one to account for the packet originating:.aThus
N(|x|) is expressed as

|z|+ Ry

NGel) =142 [ N G2 @)
where \ is the spatial density of nodes and
)2 + [b]? — R%)
v =arccos | ———————— | . 4)
( 2[b]||

requests from nodes in the shaded region of Fig. 4(a). Censid
nodebd in this shaded region. We modgé$ cooperation request
behavior to be indifferent to choosing as its cooperative
partner and any other node in the shaded region of Fig. 4(b).
Denote A(x,b) as the area ob’'s forward transmission
region, and N4 as the number of nodes ir(z,b). The
probability thatb choosesr as its cooperative partner is

N
pe(b,x) = (1 — Pr(x is dest)) > %Pr(NA =n|Ny > 1),
n=1
5)

Note that we assume all nodes in the first layer are directyhere Pr{ is dest.) refers to the probability that may be

connected to the data sink. Thus for the case where Ry,

b's next hop node, i.e., it is the destination for the current

we replacez|, the lower limit for the integration in (3), with transmission (and therefore cannot act as the cooperating

Ry.

node). Depending oh's layer relative tox, Pr(z is dest.) is

Figure 3 compares the number of packets forwarded versxpressed as (1) if andb are in different layers, (2) if and

distance determined theoretically using (3) and (4) with-si b are in the same layer, and zerobiis in layer 1.
ulations based on MHR. The simulations average over 200To determineC(|z|), the expected number of packets re-
different networks at a density 80/(wR?), whereR;=1 and ceived exclusively due to cooperation by a node at distance
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Fig. 5. Expected Number of Cooperative Packets Forwarde®igsance

results developed there to analyze the energy consumption,
thereby predicting network lifetime. Under the assumption
that transmission dominates the energy consumption ofsnode
we determineE(r), the energy consumption as a function of
distancer from the data sink. Note that, due to clustering, the
number of packetsV(r) and C(r) in (3) and (6) are scaled
Fig. 4. Example Topology for Cooperative Relay Selection by a factor ofp, the probability the node is a cluster-head.
Denote asF; and E» the required energy to transmit a packet
with and without cooperation respectivelffy( << FE).
|z| from the data sink, we recursively integrate over the shadedWithout cooperative diversity the total energy consumed by

region in Fig. 4(a). Thug’(|z|) is expressed as a node at a distancefrom the data sinkE(r), is
|2|+ 12 E(r) = pEaN(r). 8
Clah =2 [ NGB, © ) = pEN) ©
Ed With cooperative multihop transmissions, the energy con-
where sumed in transmittingC'(r), the effective number of packets
B |z2 + |b]* — R3 - due to cooperative relaying, igZ1 C(r). The energy consumed
7 areees < 2|b||x| ) ’ ) in transmittingpN (), the effective number of packets due to

HR, is aspP,ExN(r)+(1 — P,)E1C(r) where P, refers to
and whereN (|b|) refers to the number of packets forwarde e probability that there are no cooperating nodes to help i

determined using (3) in Section Ill. transmission. Combining these two, the total energy coesum

Figure 5 is the counterpart of Fig. 3 for networks wit . . -
cooperation. Again the number of packets forwarded is ;by a node at a distancefrom the data sinkfZ.(r), is

eraged over 200 different networks at a densitp@f(rR?), E.r)=pP,EsN(r) + (1 — P,)E1C(r) + pE1C(r). (9)
where R;=1 and network radiuss = 4R;. We observe ,

from Fig. 5 that (6) slightly overestimates the number of To.determmeEl and_ EQ’_We use the error rate of the
cooperative packets forwarded. This is due to the deperdefgPlify-and-protocol, given in [8]:

on preferential routing to determin®(|b|). p
- . e — 1- s eql)y 10
The analysis in (3) and (6) illustrates the need to assume Q(\/( P)lsa + Yea)) (10)
preferential routing and that packets are transmitted dodw where
Without these assumptions the simple recursion in these Yea = Vo + Vrg + Vo Vrd> (11)
equations is invalid, requiring a complicated iterativeesoe, .
thereby making the theory largely useless. and whereQ(t) = \/% /. e~ dz. Using the above equa-

tions and a target error rate, one can determine the required

SNR at the receiver and thereby the required transmission
The essential parameter of interest in a sensor networkeisergy. For example, under Rayleigh fading, for an erra rat

energy consumption. The ability to analyze the energy coof 1073, E; ~ Fy/12.

sumption theoretically is the prime motivation for the ys& We use the results of energy consumption to determine

undertaken in Sections Il and IV. In this section, we use theetwork lifetime, defined as the time until the first node ia th

V. ENERGY ANALYSIS



TABLE | ) ,sin(2a)
NETWORK LIFETIMES WITH AND WITHOUT COOPERATION THEORETICAL +OéR1 - Rl T’ (12)
ANALYSIS where angles? and « are given by
Network Density | With Cooperation| Without Cooperation (L%j)Q + |b|2 — R%
10 519 231 B = arccos 0 , 13)
20 474 145 20 (L %))
30 808 116 , , e
b+ Ri — (L&
Q= arccos <| | 2|1b|R(LP”J) ) . (14)
1
network dies. Starting with unit energy, the network lifiedi is .
proportional to the inverse of the maximum Bf(r) or E(r) The aread, () in (2)
depending on whether the network utilizes cooperation or no a2 2 Sin(26) 5 osin(2a)
Table | lists network lifetimes determined using (8), (9§lan Aa(@,6) = SIbI” — [b] g ot — R (15)
system parametefs= 0.2 (CH probability) with a target BER \yhere angle3 and«a are given by
of 1073. The network density is measured in terms of number 9 ) )
of nodes perrR?, where R; is the transmission radius of 8 = arccos <w> , (16)
each node, i.e., on average each node is able to “see” these 2[0|[b]
many other nodes. Note that the analysis is undertaken for R2 + [b]2 — |b|?
relatively low network densities - an essential distinpirig @ = arccos <2R1b|> . (17)
feature of the analysis presented here is that it is valid for ]
all network densities, not just the extremely high densitiel Ne areaA(z,b) in (5)
assumed in earlier works. sin(23) sin(20)
2 2 2 2
As is expected, and clear from the results in Table I, 4(zb) = BbI" — [b"—— + alt; — Ry——, (18)
cooperation significantly increases network lifetime. Toa- h | .
tribution in this paper is an approach to quantify this s where anglej and« are given by
theoretically. An interesting feature from the results in Table | 8 = arccos [b]> + [b]* — R3 (19)
is that the network lifetime in not a monotonic function. 3 2|b||b| ’
because at higher densities all nodes find a partner to cakeper 9 9 9
. . o R5 + |b]* — |b]
with, saving energy, but at lower densities the nodes neares a = arccos | —— 5 |- (20)
the sink have to forward fewer packets (these are first nodes 2[0]
to die). REFERENCES
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