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Abstract

We consider a system with a single base station commungcafith multiple users over orthogonal channels
while being assisted by multiple relays. Several recentka/drave suggested that, in such a scenario, selection,
i.e., a single relay helping the source, is the best relagpten in terms of the resulting complexity and overhead.
However, in a multiuser setting, optimal relay assignmerd combinatorial problem. In this paper, we formulate
a related convex optimization problem that provides aneemély tight upper bound on performance and show that
selection is, almost always, inherent in the solution. We grovide a heuristic to find a close-to-optimal relay
assignment and power allocation across users supportegibpgle relay. Simulation results using realistic channel
models demonstrate the efficacy of the proposed schemealdautaise the question as to whether the gains from
relaying are worth the additional costs.

I. INTRODUCTION

In distributed wireless systems wherein each node possesdg a single antenna, relays can be
used to provide spatial diversity and combat the impact dinfa Relaying has been an extremely
active research area, especially since Sendonaris etnall],i proposed the idea of user cooperation
wherein mobile users cooperate by relaying each otherg. déany cooperation schemes have now been
studied, e.g., [1-4]. The work in [2] and [3] proposed rejpmtibased cooperation schemes including
fixed amplify-and-forward (AF) and decode-and-forward J@iSing orthogonal channels (time/frequency
slots). In networks with multiple relays, the traditionatasegy has been to let all the relays forward
their messages to the destination. However, having relaysmit on orthogonal channels is bandwidth
inefficient. A proposed alternative is to use distributedcgptime codes (DSTC) [3]; however, this requires
symbol level synchronization, which is difficult to implenteover a distributed network. It has recently
been shown that most of the benefits of cooperative divecsitybe achieved with minimum overhead if
a single ‘best’ relay cooperates with the source. This sehmmeferred to as selection cooperation [5],
[6], has now been investigated in many contexts [5-9].

In the case of a single source-destination pair, choosiegb#st relay is fairly straightforward and
solved for both DF [5], [6] and AF [7] relaying. In both caséise best relay is the one that contributes

the most to the output signal-to-noise ratio (SNR). Thediee gets significantly more complicated in



the more practical case of multiple information flows [6].cBase a relay must now divide its available
power between all the flows it supports, a relay that is besafsingle flow may not remain the best
overall and relay selection becomes a combinatorial proble [6], the authors present ad hoc approaches
to approximate the optimal solution with limited complgxitvithout addressing resource allocation.

In relay networks, an independent research theme is thatsdurce allocation, including power
allocation, e.g., [10], [11] amongst many. Optimal allacatmakes best use of the limited available power
resources. In [12], a utility maximization framework is stmucted for solving the optimal relay selection,
relaying strategies (AF, DF or direct transmission), andigroallocation in orthogonal frequency division
multiple access (OFDMA) based cellular networks. The systeodel is a cellular network where users
can relay for one another. The optimization problem is sblbg decomposing it into multiple smaller
subproblems connected hierarchically to one another. &\8alving one of the subproblems, the authors
assume that each of the nodes uses only a finite set of madulsthemes, and hence, support only a
discreet set of rates. This enables them to do an exhaugtarelsto find out the best relay, and the
relaying strategy. However, a small set of possible modhatschemes need not result in a small set
of possible rates. By using suitable power allocation andingpstrategy, a large number of rates can be
achieved (in theory, a continuous set of rates can be aal)iewveour work, we avoid this time-consuming
exhaustive search. Furthermore, in the framework cortstiuche utility of the network, which is to be
maximized, is decomposed as a sum of utilities of the indigidlata streams in the network; a max-min
problem, as considered here, cannot be solved.

Our system model comprises a single base station commiungdat multiple users being assisted by
a few dedicated relays. The users are to be assigned to thes.rdlhe relays have limited power which
must be divided among the users they support. Relaying ircameext of a cellular wireless network
has received limited attention. In [13], the authors previgsults of a system level simulation of a
relay assisted cellular network, and demonstrate thaysetauld significantly improve the throughput.
In Section Ill, we develop an optimization problem for opgilmelay assignment and power allocation at
the relays. We try to answer the questiamat relay assignment and power allocation scheme maximizes
the sum rate and what scheme maximizes the minimum rate to all the users? Obtaining solutions to these
requires exponential complexity.

The main theoretical contribution of this paper is in Settih, where we derive upper bounds to the

rates and show that these bounds form a convex optimizatimvigm for both figures of merit. We use



the resulting Karush-Kuhn-Tucker (KKT) conditions to 8luate why the bound is tight and then derive a
simplified, tight, lower bound. In Section 1V, we simulateellalar network, using the COST-231 model,
to study the performance gains in a relay assisted netwogk avraditional single base station system.
Interestingly, while the gains are significant, the resldts/e open the question of whether these gains
adequately compensate for the additional infrastructostscof a relay-assisted cellular system.

In a recent work, the authors of [14] consider a system sintaldhe one we do. However, they assume
an OFDMA based transmission scheme. The authors consiaer@location, once the tone allocation
has already been done. For the case when all the relays fbtvardata to the user on different tones,
the authors show that, when the power is allocated optimidllis enough if only one of the relays
forwards data to the user. However, it could so happen tH&drent relays forward data on different
tones. Implementing such a system would require strictuieegy synchronization across all the relays.
Our system model is equivalent to an OFDMA system where eusey is assigned just one tone. For
such a system, our results differ from those presented ih Y¥hen the power is optimally allocated, we
show that, for most of the userand not all, it is enough if just a single relay forwards the data.

In terms of the available literature, approximate, but eltess optimal solutions for integer programming
problems were previously derived in [15-17]. All these papegeal with tone assignment in OFDMA
systems. This is the problem of assigning tones to users kinmee a certain metric with the constraint
that no tone is assigned to two different users; the probtemherently an integer programming problem.
The approach to solving the integer programming problenilithase papers is very similar. The original
constraint set is a set of discreet points. The constraintissenodified to the convex hull (convex
combinations) of these constraint points. The resultingapation problems are then convex optimization
problems with efficient numerical solutions, and solvingst give an upper bound to the solution of the
original optimization problem. Our approach to solving thlay assignment problem is fundamentally the
same. Furthermore, our problem formulation allows us tdyaeathe conditions under which the bounds
are tight, unlike the other works, wherein the authors sth#e the bound gets tight as the number of
tones approaches infinity, but prove this for only the twor sese.

This paper is organized as follows. In Section I, we desctibe system model in some detail. In
Section Ill, we then formulate the optimization problem &hd upper bound to each of the two rates
and illustrate why the bounds are tight. In Section IV, wasttate this through simulations and use the

bound to analyze the performance of relay assisted celhdavorks. The paper wraps up with some



conclusions in Section V.

II. SYSTEM MODEL

Our system model consists of a cellular network with a sigffe communicating withi” users, and
assisted byJ relays, as shown in Figure 1. Each of the users is assignedtlngonal channel, over
which the BS-to-user and the relay-to-user communicatiake place. The users are frequency division
multiplexed, although the results here also apply to the cdgime division multiplexing. The relays in
the system are fixed wireless terminals, installed solelgidathe BS-user communication. The relays use
the DF protocol with the same codebook as the transmitter.

The communication between the BS and a user happens oveinwaslots. In the first time slot the
BS transmits, while the relays and the user try to decode thgsage. In the second time slot, one of
the relays, chosea priori, re-encodes and then transmits the information it has detadthe first time
slot. The user uses the messages received in the two tingetsloiecode the transmitted information.

Suppose that usetr (denoted asi;) is allotted to relays (r;). For a system as described above, the
maximum rate at which the BS can communicate with the recewt the help of the relay is, as shown

in [6],

Idk = min (Isrj, ISTjdk) ) (l)
1
ISTJ' g 5 10g2 (1 + SNRs‘hST]‘ |2) ) (2)
1
ISTjdk - 5 IOgZ (1 + SNRS‘hSdkP + SNRTajkajdkP) ) (3)

where, SNR, and SNR, are, respectively, the ratios of the transmit power at the(@$hoted as;) and
relay to the noise power at the receivey,, is the channel between the BS and rejaydenoted byr;,
similarly h, 4, is the channel between relay and destinationl,.. Finally, ;. is the fraction of the total
relay power used to communicate with ugerThe factor of 1/2 accounts for the fact that the BS-user
communication happens over two time slofs. is the rate at which the source can communicate with
relay- while I, 4, is the maximum rate at which the source can communicate touséth the help
of the relay. Equation (1) ensures that both the relay andigiee can decode the message.

The channels between the BS, relays and users are modehgdsiCOST-231 model as recommended
by the IEEE 802.16j working group [18]. The model includes plath loss, large-scale fading (a log-normal

variable) and small-scale fading modeled as Rician randanmaile for line-of-sight (LoS) communication



and Rayleigh random variable for non-LoS communicationeWthe BS and relays are both placed at
some height above the ground, the fading has a LoS componmhkatexistence of this component is

crucial since it suggests that all relays will be able to dieca source codeword; hence the factor limiting
the overall rate is the second term of (1),.4,, significantly simplifying the problem at hand. Note that

this assumption may not be valid in other scenarios.

IIl. PROBLEM FORMULATION AND SOLUTION

As described in the previous section, every user is assigmedof theJ relays. This paper deals
with optimizing this assignment to maximize two metrics oferest, the sum rate to all the users and
the minimum of all the rates. In maximizing the sum rate (egla@ntly the average rate), the objective

function is

K K
Z Idk = Z min (]sr(d/c)7 Isr(dk)dk> ) (4)
k=1 k=1

while in maximizing the minimum rate, the objective functis given by
min {1} = min {min (L@ Lsr@apa,) ) k=1,...,K, (5)

where, in both casesd;) is the relay assigned to uskr

In practice, the number of userk,, will be much larger than the number of relays,Hence, a single
relay will likely be required to support multiple users, atmmeet its power constraint it must divide
its power amongst these users. Thus, our objective is nowfdhd) one, finding the relay assignment
scheme, and two, once the assignment is done, distributiwgns at each of the relays amongst the users
it supports.

To formulate a tractable problem, in this paper we investigamplified versions of the above problems.
As mentioned earlier, in a cellular network, the data ratétldmmeck is the compound source-relay-

destination channel, the second term in (1). We assume that
Iy, > I q, Vi, k, (6)

and hencenin (Isr(dk)a Isr(dk)dk) = Isr(dk)dk-
In Section IV, we justify the validity of this assumption. tdothat in spite of the assumption, the
solution is not immediate. The fact that the relays divideirtipower amongst the users they support,

makes the relay assignment an integer programming probliémtle attendant exponential complexity.



A. Max Sum Rate

The sum rate measures the maximum throughput deliveredeblabke station. For the sake of brevity,
let ¢, representSNR;|hgq, | and pjy, represemSNR,|hrjdk|2, j=12,...,J. Let a;;, be the fraction of
the power of relayr, used to communicate to uskr The optimization problem maximizes the sum rate
to all the users subject to two constraints: only a singlayrélelps each user and each relay must meet

a power constraint. The formal optimization problem isréfere,

K J
subject to VK, ajray =0, jg#£Lle{1,2,...,J}, (8)
K
dap=1 Vj (9)
k=1
aji > 0, (10)

where the objective function assumes the relay uses the caebook as the source. Equation (8) enforces
the selection rule allowing only one;;, term to be non-zero for all relays. The remaining two comstsa
force the power allocated to be positive and to meet a powestcaint. The constraint in (9) can also be
written as an inequality constrainEkK:1 o, < 1,V5. The solution to the optimization problem in either
case is the same because the objective function is an imogefasiction of the powers{«;; }. We cannot
use the usual gradient based methods to maximize the olgectnction in (7). Note that an inherent
assumption is that the BS has knowledge of the parametdrdéfiae the problem. How this information
is conveyed to the BS is beyond the scope of this paper.

The solution to the optimization problem in (7)-(10) is cdiogted by the constraint in (8). An
exhaustive search to find the solution would involve theolwlhg: for a given relay assignment, solving
J water-filling problems corresponding to the power allomatat each of the relays. We need do this
for every relay assignment and find the maximum of them. Eddheousers can be assigned to any of
the relays, hence, all® possible relay assignments must be tested. Doing so is silpedor realistic
values ofJ and K. We therefore explore tractable approximate formulations

The objective function of the optimization problem in (23] is concave and the constraints, other

than the one in (8), are affine. Our strategy to solve the apaétion problem in hand is to ignore the



constraints in (8) and maximize the objective function eabjo the power constraints alone:

K J
1
min. — E 3 log, <1 + ¢ + E pjkajk> ) (11)

{osr } k=1 j=1
K
subject to Z arp—1=0 V j, (12)
k=1
—ay < 0. (13)

Since we ignore a constraint, the solution so obtained veilah upper bound to the maximum sum rate
achieved by selection. Note that since this minimizatioobpgm is now convex, solving this simplified

problem is fairly straightforward, e.g., using interioripomethods [19]. The computational complexity
involved in solving the optimization problem is polynomial X and J, and the problem is, hence,

tractable for practical values ok and J. We useCVX, a package for specifying and solving convex
programs [20], [21].

We now proceed to show that although we did not impose thetsaherule explicitly, the solution to
the optimization problem has the property that, for masty,ay, = 0,5 # 1,7,0 € {1,2,...,J} . This
means, when the power is optimally allocated, most useve@ower from onlyone of the relays.
Tightness of Bound: The objective and the constraint functions are diffedsié and the constraint
conditions satisfy Slater’s condition [19] trivially, e.gonsiderc;;, = 1/K. For a convex optimization
problem with differentiable objective and constraint ftions, which also satisfy Slater’s condition, the
solution to the optimization problem satisfies the KKT cdiwdfis [19].

Let us characterize the set of solutions to the optimizagimyblem. For the sake of clarity, we start

with the case with two relays. In such a case, the Lagrandidheominimization problem is given by

K K
L({ak, ag}; {)\i}a {Ai}, vi,1p) = —R— Z )\;lﬂlk - Z )\zOQk
k=1 k=1
K K
“+11 (Z a1 — 1> + 19 <Z Agf — 1) y (14)
k=1 k=1
where )} and\? k =1,2,..., K are the Lagrange multipliers associated with the congtminpositive

power, andv; andv, are the Lagrange multipliers associated with the condtoairthe total power at the



two relays. The KKT conditions are

D1k

1+c,+ E?:l Dik ik
P2k

1+ + Z?Zl Dik ik

+ )\Ilg =, )\Ilgalk = 07 )\llc 2 07 (15)

+ A =1y, Aag, =0, AL >0. (16)

Now suppose for somee {1,2,..., K}, a;; anday; are both non-zero, then the conditiokisy;; = 0

and M?ay; = 0 dictate that\! and \? are both zero. From the KKT conditions it follows that

n_n (17)
P P2

Similarly if a;; anday; are both non-zero for somee {1,2,..., K}, then
no_ " (18)
D1y D2j

Unlesspy;/pai = pi1j/p25, (17) and (18) cannot simultaneously be true. In the curgnblem, p;;
represents the power of the channel between the relays angsdrs. If they are independent continuous
random variables, as is the case with the wireless chanthels,the probability thap,; = p1; X pai/p2;

is zero. Hencewhen the power is optimally allocated, at mostone of the K (a1, ag;) pairs has two
non-zero entries and K — 1 of the pairs have at most one non-zero entry. This indicdiaisthe selection
rule, (aqrasgr = 0, VE), which we did not explicitly impose, is true for at least alitltone of theK users.
Hence, the solution obtained by ignoring (8) comes quiteecko the solution to the original optimization
problem in (7)-(10).

For the case of three relays, the KKT conditions are:

D1k

+ AL =v1, Mo =0, A >0, (19
1+c + Z?:l DikQik g ' i .
D2k 2 2 2
+ A =10, Arag, =0, >0, (20)
1+c+ Z?Zl Dik ik B KR .
Dk A =g, Alage =0, A >0, (21)

I+ + Z?Zl DikQik
where, fork € {1,2,..., K}, A\i, A\7 and \} are the Lagrange multipliers associated with the condtrain
on positive power, and,, v, andws are the Lagrange multipliers associated with the congtaintotal
power. In the solution to the optimization problem, we wisHind the maximum number of triplets{;,
awi, ai3;), IN which more than one entry is non-zero. We do this by anaty different possibilities for

the solution. Suppose that in the solution, for soimé,;, as;, as;) are all non-zero (user is allotted



power from all relays), then,
vp Va3

(22)

Pii B P2 DP3i
Now, for somey, if oy; anday; are non-zero, then, along with (22), this would imply thaf ps; = p1;/p2;.
which occurs with probability zero. Hence, if the solutianthe optimization problem has one triplet with
all non-zero entries, then all other triplets can have omlg aon-zero entry, i.e., selection is imposed on
all other users. Now suppose that in the solution, forin@y,;, as;, as;) are all non-zero. Without loss
of generality, suppose for somje «;; and ap; are non-zero, and for sonig ay, andas, are non-zero,

then,

n_" n_5B (23)
DP1j p2j7 D2k D3k

These two equations imply that in all other triplets;(, asx, a3), only one of the entries is non-zero.
This is because, if for somk oy, andag are non-zero, then, (23) would implyy;/ps; = p2jp1i/psipai,
which occurs with probability zero. Hence, for the case oé¢hrelays, at most two of triplets can have
more than one non-zero entry. Like with the case of two relaysen the power is allocated optimally,
the selection rule is followed in most of the triplets.

Generalizing this ta/J relays, when the power is allocated optimally, at mdst 1 of the J-tuples
(a1, g, - . ., ag) can have more than one non-zero entry. This indicatesfti@ty J — 1, as expected
in practice, a large fraction of the users are guaranteeddeive power from only one relay.

To summarize, we have shown that the power allocation mdtrix] ;. x is very sparse. Most of the
rows of the matrix have only one non-zero entry. If all the safthe matrix had at most a single non-zero
entry, then we would have obtained the solution to the ogttion problem given by (7)-(10). A simple
heuristic to find that solution, then, is to explicitly im@oselection: assign users receiving power from

multiple relays to the relays that allot the maximum power.
r(dy) =1y if m = argmax{a;kp;i} (24)
J

If there are multiple relays which allot the same maximum eoQvassign the user to any one of them
arbitrarily. Once this relay assignment is donkwater-filling problems can be solved for the power

distribution at each of the relays. However, we can alsoseethe power allocation vector derived from
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the earlier step. Construct the mat{hg'.k]JxK as follows: for eachk € {1,2,... K},

Uy = Oy gy =0 Vj #m. (25)
The matrix of the power allocation Vethts;k]Jx x meet the constraints given by (8) and (10) and satisfy
S oz;-k, < 1,Vj. It is hence a feasible solution to the optimization problémturn it is a lower bound

to the solution to the optimization problem given by (7))19/e avoid a second round of optimization

because, as we shall see via simulations, the upper and lmwerds are already indistinguishable.

B. Max sum rate with a minimum rate constraint

Maximizing the sum rate does not ensure any fairness withesto the distribution of power. In a
cellular network, a more practical metric might be maximigthe sum rate while guaranteeing a minimum
rate to each user. Formally, the optimization problem isdtume as those in (7)-(10), with an additional

constraint given by
1 J
Ry — 3 log, (1 + o+ ;pjkozjk> <0, (26)
where Ry, is the rate guaranteed to userSuppose we ignore the selection constraint, the Lagrangia

the resulting optimization problem, for the caseJof 2 relays is given by :
K K
L({ok, aor}; {)\i}a {)\i}, vi,vo,{m}) = —R-— Z )\ioéue - Z )\204%
k=1 k=1
K K
+u1 (Z Qg — 1) + 1 (Z Qg — 1)
k=1 k=1
K 1 2
— — =1 1 ner 27
;% <Rk 5 08;2( +Ck+;,’0]k%k>>7 (27)

where \{, \?, v, and 1, are as defined before, angd, £ = 1,2,..., K are the Lagrange multipliers

associated with the constraint on the minimum rate. Thetisoluif it exists, satisfies the KKT conditions,
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which are,

P1x(2 — 1) 1 1 1
+Ai=11, Aoy =0, X >0, (28)
2 (1 + ¢+ 2?21 pzk@zk) g ' KR g

P2k(2 — k)
214+ 2 PirQir,)

2
1
Yk (Rk — 5 log2 (1 +cr + ijkajk>) = 0, Yk 2 0. (30)

Jj=1

+ )\i = Vo, Aiagk = 0, )\i > 0, (29)

Suppose for someé e {1,2,..., K}, a;; and ay; are both non-zero, then the conditiohsy;; = 0 and

May; = 0 dictate that\! and \? are both zero, and from the KKT conditions it follows that

151 Vo

— ==, (31)
P D2i

Similarly if a;; and a,; are both non-zero for somee {1,2,..., K}, then
n_ (32)
Pij P2

hence, like the case with the max sum rate metric, when theep@voptimally allocated, at most one
of the K (ay, ag,) pairs can have more than one non-zero entry. To generalzeetsult, withJ relays

at most.J — 1 of the J-tuples (i, as, ..., a ;) have more than one non-zero entry. The additional
constraint on minimum rate given in (26) does not alter thigpprty of the solution.

A lower bound to the solution of the optimization problemndze formulated like before. Explicitly
impose selection, by assigning users receiving power frouftiphe relays to the relays that allot the
maximum power. However, there is a slight difference. Thaky assignmenhbas to be followed by
solving J water-filling problems at the relays to ensure that the cairgton the minimum rate is met. Note
that it is possible that the simplified optimization probléesfeasible, where as the original optimization
problem with the selection constraint, is not. It is alsogiole that solving the/ water-filling problems
to compute the lower bound might be an infeasible optimiaproblem. In these cases, the bounds are

not meaningful. However, these scenarios occur very rarely

C. Max-min rate

We will now consider a third metric, the minimum rate to eackeru The optimization problem

maximizes the minimum rate to all the users subject to twosttamts: only a single relay helps each
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user and each relay must meet a power constraint. The algdatiction of the optimization problem is
1 J
max. min {— log, (1 + ¢ + ijkajk> } ) (33)
{an} * |2 =1
and the constraints are the same as given in (8)-(10).

As before, other than the selection constraint, the op#tion problem is concave: the objective function
is concave and the remaining constraints are affine [19].e¥arb, we ignore the selection constraint and
maximize the objective function subject to the power cansts alone. Note that the objective function
given by (33) is not differentiable. To analyze this probJeme formulate an equivalent optimization
problem with differentiable objective and constraint ftiogs.

The logarithm function is a monotonically increasing fuastof its argument, and hence, maximizing
the minimum of logarithm functions is same as maximizingrtfieimum of the arguments of the logarithm
function.

The resulting max-min optimization problem can be reforated as:

max.t = min. —¢ (34)
{ajk},t {ajk},t
J
subject to 14 e+ ijkafjk >tV k, (35)
j=1
K
dap=1 Vj (36)
k=1
a, >0 Y k. (37)

Again we show that the solution to the relaxed problem leadsetection in most cases.
To show that when the power is optimally allocated, most siseceive power only from one of the
relays, let us characterize the set of solutions to the opdition problem. For the sake of clarity, we

again start by looking at the case with= 2 relays. In such a case, the Lagrangian of the minimization
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problem is given by

K
Lt {our, am}, {n} { ) AN vm) = —t+ Z% (t = (1 + cx + preour + parcag))
k=1
K K
+3 A () + > A (—am)
k=1 k=1

K K
+11 (Z Qi — 1) + 1 (Z Qo — 1) ;
k=1 k=1

(38)

where~; is the Lagrange multiplier associated with constraint (%) KKT conditions, which must be

satisfied, are

Zalk = 1, Zagk =1, Z’}/k = 1, (39)

k=1 k=1 k=1
t — (L4 ¢k + preoag + parcog) <0 Vk, —aj, <0, Vi k (40)
Ve (t = (14 ¢k + preoar + paraar)) =0, v, >0, Vk, (41)
_)\llg + v — YePik = 07 )\Ilgalk = 07 )\]14; Z 07 Vk7 (42)
—\; + v — Ypar = 0, Mag, =0, N >0, Vk (43)

If v, =0, the equation-\}. + v, — vkp1, = 0, along with Al > 0 and~; > 0 would imply Al = 0, V&
and~y, = 0, Vk, which violates the KKT conditioEf:1 v, = 1. Hencer, # 0, and by a similar argument
vy # 0. And like before, suppose for somiec {1,2,..., K}, ay; anday; are both non-zero, then the
conditions\ay; = 0 and May; = 0 dictate that\! and \? are both zero. From the KKT conditions it

follows that
1%} . Vo

= —. (44)
P P2
As discussed earlier, no other pair;{, as;) can have two non-zero entries. Therefore, for the case of
two relays, the solution obtained by ignoring the selectionstraint comes quite close to the solution
to the original optimization problem. To generalize thisuk, the solution to the max-min optimization
problem for the case aof relays has at mosf — 1 of the J-tuples (v, asy, . . ., ay,) With more than

one non-zero entry.
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The construction of a heuristic to the solution of the optiation problem is as before: assign each
user receiving power from multiple relays to that relay frarhich it receives maximum power. If there
are multiple relays which allot the same maximum power,ggstiie user to any one of them arbitrarily.
Once this relay assignment is done, if requirddmax-min power allocation algorithms are solved for

the power distribution at each of the relays.

D. Independent codebooks at the relays

In the previous section, relay selection and power allocatvas done for the case when the transmitter
and the relays use the same codebooks to encode the mesBhga®sults can also be extended to
the case when independent codebooks are employed at theesand the relays. Using independent
codebooks results in higher rates [3], however, decodinfp@fBource and relay messages is significantly
more complex compared to the case of repetition coding [2%jen the source and the relays employ
independent Gaussian codebooks, the optimization protdemaximize the sum rate to all users, similar

to the ones given in (7)-(9). The objective function is giu®n

K J
1 1
max. R = max. {510g2 (I+cx)+ ilog2 (1 + E pjkozjk> } (45)
{aﬂ'k} {O‘ik} k=1 j=1

It is not hard to show that after ignoring the selection crist, the optimization problem is a concave
maximization problem, and like before, solving it gives goper bound to the sum rate. The heuristic
which also serves as a lower bound can also be constructedifr(A max-min optimization problem

can also be formulated in a similar manner.

IV. NUMERICAL RESULTS AND DISCUSSION

In this section we verify the validity of the assumption ir) éhd present the results of simulations to
illustrate the tightness of the bounds developed in theiposvsection. We compare the performance of
three cases: the baseline scenario uses a single-inplg-singput system (SISO) with a single antenna at
the BS and user and relaying is not used. The alternative ystara with a single antenna at the BS and
J relays with a single antenna each. The last system consdideige multiple-input single-output (MISO)
system withJ + 1 antennas at the BS and a single antenna at each user. In coghffeese cases, all

other system parameters, e.g., number of users, total pameebandwidth, remain constant.
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TABLE |
PARAMETERS USED INCOST231IMODEL

Parameter Value chosen Parameter Value chosen
BS height 50m Rooftop height 30m
Relay height 50m User height 1.5m

Frequency 1GHz Road orientation 90 degrees
Building spacing 50m Street width 12m

Transmit power 20dBm Noise power spectral density-174dBm/Hz

A. Channe Modd

The simulations are implemented using the COST-231 chanodkl as described in [18]. The model
assumes both the BS and relays are at some height off the dyemoh treats the BS-relay channel as
Rician. The BS-destination and relay-destination chanaeé modeled as Rayleigh. The path loss in
the BS-relay channel is made up of two components, free slpaseand multi-screen loss. In addition
to these two, the BS-user and the relay-user channels hawef@mp-to-street diffraction loss. For the
values of the parameters that we consider, the COST-231nehamodel suggets a distance attenuation
in channel power of 20dB/km for the first 657 meters and 38dBfkr greater distances. The model
therefore appears to be conservative in the sense that amd @xpect the LoS component in the Rician
fading to attenuate slower than the other non-LoS compgnénthe MISO case, the large scale fading in
all the channels between the transmit antennas and a partier, is the same. Each user is assigned an
orthogonal channel of bandwidth of 200kHz, resulting in &sagower of -120dBm. The chosen system

parameters are given in Table I.

B. Decoding at the relays

To form a tractable problem, we had made the assumption hieatelays always successfully decode
the message transmitted by the BS in the first time slot, aadd#ta rate is the limited by compound
source-relay-destination channel capacity, as in (6). @rifwthe assumption, we consider a circular cell,
centered at a BS, of radius one kilometer with= 4 relays positioned at#200+/2m, +200v/2m), i.e.,
on a ring of radius 400m3 x 10° user locations in the cell are randomly generated. For eacdtibn,
independent channels are generated using the channel.madgthown in Fig. 1, we divide the cell into
annular rings of radius 100 meters. In Table Il we list thecpatage of humber of locations where (6) is
valid. It is evident from the table that the assumption we enskvalid whenever the user is farther than

300m from the BS. Essentially, for all user locations of iag#, i.e., areas where users have a relatively
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TABLE I
PERCENTAGE OF LOCATIONS WHERKG) IS SATISFIED

Distance from % Distance from %
the BS (m) | locations| the BS (m) | locations
0-100 93.591 500-600 99.943

100-200 99.642 600-700 99.963
200-300 99.815 700-800 99.977
300-400 99.309 800-900 99.989
400-500 99.482 900-1000 99.992

weak channel to the BS, the assumption is valid. It is worttpleasizing that these are conservative

numbers.

C. Tightness of the bounds

Our next of simulations test the tightness of the upper b@sdeveloped in this paper and the resulting
heuristic which acts as a lower bound. Note that this hearistour final solution to the joint selection
and power allocation problem. The relay assignment and tiveep allocation is done based on the
instantaneous channel powers. For this simulation, tharea are generated as independent realizations
of a unit-variance Rayleigh fading random variable. For ia éamparison, the power allocated to each
relay is set tol/J, i.e., all curves use the same total power. The curves piebérere are averages over
one thousand random user locations.

Figure 2 plots the upper bound, and the sum rate achievablkeebleuristic (that also acts as a lower
bound on the achievable sum rate) for varying value$ ahd K. The average total transmit power to noise
power ratio is set to 30dB. As is clear from the figure, the u@el lower bounds are indistinguishable.
As explained in Section Ill, this is because it is quite rayed user to be allocated power from multiple
relays, i.e., selection is essentially inherent in the appnate solution. The heuristic, therefore, is an
extremely effective solution to the joint selection and powllocation problem. By an exhaustive search,
we also find the exact maximum sum rate for the case With 2 relays andK between one and eight.
Note that since each exhaustive search requires solutidff afiater-filling problems, any larger value of
J is infeasible.

Figure 3 plots the upper and lower bound to the max-min ratedoying values of/ and K averaged
over many channel realizations. In this simulation, therage total transmit power to noise power ratio
is set to 20dB. Again, the bounds are extremely tight and ¢éheistic provides an effective solution. The

slight difference is due to the rare case where a user isaafidcpower by two relays (see Section llI).
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In interests of brevity, we do not provide a similar plot fbetmax-sum rate with a rate constraint.

D. Results for a cdlular network

In this section, we use the theory developed for solving tla-min and max sum rate problems, to
estimate the performance gains, with respect to a SISO a&DMlystem in cellular network setting. We
consider a cell of radius..;. Performance here is measured as the increase in cell-side possible by
relaying. Since we wish to study the improvement in the rétethe users with poor channels to the BS,
we consider users in the outer annular ring, of inner radigs2 and outer radius.., the area shaded
in gray in Figure 1. Users are distributed uniformly in thgiom with a constant user density (f0/x)
per square kilometer. We consider the following three systeodels for comparison:

1) A cellular network with a single antenna BS, communiaatio multiple users with single antenna

receivers (multiuser SISO system).

2) A cellular network with a BS with five transmit antennasmeounicating to multiple users with

single antenna receivers (multiuser MISO system).

3) A cellular network with a BS with a single antenna and asdi®y four relays positioned on a ring

of radius0.4r..;, communicating to multiple users with single antenna rearsi

For the simulation, we generate 50 random sets of locationthe users. We then use the COST-231
model to generate the BS-user and relay-user channels.débr set of locations, we generate one set
of large-scale fading variables. To average over smalksfaling random variables, for every set of
locations, we generate 500 small-scale fading randomhlasaAs indicated in Table I, the total power
used in communication is set to 20dBm.

In the first example, powers are allocated to maximize thersueto all the users. For a fair comparison,
we use this to compute the data rate averaged over all usdtse BISO case, the system uses water-filling
to allocate power to the multiple users. In the MISO case Bfds assumed to know the channel vector
to each user and can both match to the channel and allocater poavwater-filling. Finally, in the case
with relays, selection and power allocation uses the schidgueloped in Section lll.

In Figure 4, we plot the average user rate as a function ofdtmis of the cell. We compute the rates
as given by the lower bound, assuming that the power allmeas done only in the second time slot.
In the first time slot, the BS distributes the power equallyoam all the users. This is done to ensure

that the relays are able to decode all the transmitted messagthe second time slot, each of the relays
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uses one fourth of the available power to communicate withubers it assists. This ensures that the
total power used is the same in all the three system modekxebtingly, Figure 4 shows that a MISO
system provides higher average data rates (and hence theaseintompared to the system with relays.
We explain these graphs in the following section.

Next, we repeat the simulations by allocating power usirgrttax-min algorithm, and then computing
the outage rates for each of the system models. For the SISOMEBO cases, computing this power
allocation is fairly straightforward. The optimal powetaaation is the one such that all the users have
the same data rate. When relays are employed, we use theduokthp developed in this paper to solve
the max-min optimization problem.

We plot the outage rates fa0% and 1% outage, as a function af.; in Figure 5. Here we see
a reversal in performances, with the system with relays ignog higher outage rates compared to the
MISO system. As expected, the BS-user communication iretlgstems is more susceptible to channel

fluctuations. This plot is discussed further below.

E. Discussion

A user in a heavily shadowed region has a weak channel to the diation. Having multiple antennas
at the base station does not help much. Relays aid such uggmowding alternate paths to the base
station. This is consistent with the data in Figure 5 wherelayr system provides higher outage rates.
This is because the outage rates depend on the data ratesuseits with weakest channels. On the other
hand, the max-sum rate algorithm, allocates more power ¢outiers with the strongest channels. The
MISO system provides higher data rates compared to a rektgrsy As shown in Fig. 4, the loss in half
the bandwidth incurred in switching from direct transmissto co-operative transmission outweighs the
benefits brought by the additional diversity.

In a network setting where a user has the same average chiaratehe J relays, selection cooperation
achieves order + 1 diversity [6]. However, because of the geometry of a cetlnletwork and because
of the rapid deterioration of the channel powers with disearmost users have good channels to only a
small set of relays. Theffective diversity order is, therefore, limited.

Figures 4 and 5 also lead to a cautionary result. These sasdiicate that, compared to a system with
SISO communication, deploying relays does offer subsihimiprovements. The area serviced effectively
by a single BS, helped by relays, can significantly expandwvéder, these improvements need to be

commensurate with the infrastructure costs involved indegloyment of these relays including both the
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antenna system cost and ‘non-technical’ costs such as t¢juered real-estate. If the cost of a relay were
on the same order of magnitude as a base station, the impenienm the cell radius, as shown by the
simulations do not justify the additional cost. Also, deghegy on the performance metric, a MISO system
may perform better or almost as good as the relay system, ittsignificantly lower costs.

Clearly, a complete financial cost/benefit analysis is bdyine scope of this paper. Furthermore, the
examples presented here are limited and do not explore patential parameter. However, do note that
the our results are optimistic in assuming the relays caaydwlecode and that the transmitters have all
the information they need to make optimal decisions. Ouf geee is to indicate that significant gains are
possible, but are context and scenario dependent. Thaedtsralso indicate the need for exploring alternate
ways of exploiting cooperative diversity. We also need tplese alternate hybrid schemes wherein the

relays help only those users who need it.

V. CONCLUSION

This paper deals with the use of cooperation in a cellulavoet wherein a base station is assisted by a
few dedicated relays. Previous work largely for mesh netetias shown the importance section, i.e.,
each user using only one relay, since this minimizes thehea&t due to orthogonal channels. However,
in a scenario with multiple data flows, selection has beehneeibrute force or ad-hoc. Previous work
has also largely ignored the problem of power allocationediie selection is achieved. In this paper we
developed an optimization framework to solve the problenooft selection and power allocation.

The optimization problem uses the achievable sum rate andnmira user-rate as two figures of merit.
Given that the selection problem has exponential complaxitthis paper we formulate alternative convex
optimization problems whose solution provides upper bsumd the two metrics. However, for practical
values of number of users, the bound is indistinguishalalen fthe true solution. Since this solution can
violate the selection condition, a related heuristic iswiel that assigns users to the relay which allocates
it the maximum power. The resulting lower bound is also ewgly tight and we have an efficient solution
to the problem at hand. The numerical examples, using tieahannel models, illustrate the benefits

achievable due to relaying.
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Fig. 1. A relay aided cellular network
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Fig. 2. The proposed upper bound to the maximum sum rate anHehristic (a lower bound) as a function of the number ofsigdote
that both the bounds are extremely tight.
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P{ot of outage rate vs radius, when max—min metric is used to allocate power to the users
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