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Abstract—Communication between a transmitter and a re- absorbs the molecule. Furthermore, we model the diffusfon o

ceiver using electromagnetic waves does not scale to nano-sizeghe particle in the medium, and incorporate its effect in our
To enable communication between nano-sized devices Separatedcalculations

by a short distance, molecular communication has recently Thi . ized oll Section I d ibes th
been proposed as a feasible scheme. The transmittefsperses IS paper IS organized as Tollows. section 1l describes he

molecules into the medium, which propagate to, and are sensed System under consideration. The propagation of the maecul
by, the receiver. In this paper, we wish to mathematically model in this medium is analyzed in Section Ill, wherein the prob-

such a system and subsequently characterize the information gpility distribution function of the absorption time is dexd.
theoretic capacity of this channel. We present basic results on the chgllenges involved in transmission of information in
characterizing the mutual information between the transmitter . . . . . .

and the receiver when information is encoded in the time of this med|§\ are d|scu§sed 'n_ Schon lI-C. In Section 1V, we
release of the molecule. To do so, we model the propagation ofCharaCtenZe the maximum |nf0rmat|0n transfer per momcul
the molecule in this medium as Brownian motion, and derive the for the case where information is encoded in the time of
probability density function of the arrival time of the molecule  release of the molecule. We use numerical methods to compute
at the receiver. the maximum mutual information between the transmitter and
the receiver. The results are presented in Section IV-B. We
conclude by presenting a list of interesting research probl

Communications research has largely focused on systeimshis area in Section V.
based on electromagnetic propagation. However, at scaies ¢
sidered in nano-technology it is not clear that these cascep Il. SYSTEM MODEL
apply. In this paper we consider communication based onThe system model we consider is shown in Figure 1. The
molecules [1]. Specifically, we consider the propagation slibsystems which make up the molecular communication
individual molecules between closely spaced transmites system are:
receivers embedded in a fluid medium. The transmitter en-1) Transmitter: The transmitter is a source of identical
codes information in the pattern of release of the moleciilesmolecules. We assume that the transmitter can control pre-
disperses into the fluid medium. These molecules then progisely the time of dispersal of each of these molecules. We
gate to the receiver, where they are detected. The recéieer tfurther assume that the transmitter does not influence the
tries to decode the information from the pattern of receivgztopagation of these molecules once it disperses them.
molecules. For a comprehensive overview of the molecular2) Propagation medium:The medium between the trans-
communication system, refer to [2] and the references itheremitter and the receiver is a fluid medium. The medium is char-

As in any communication system, the potential rate afcterized by two parameters, drift velocity, and the difins
communication is determined by the characteristics of tlenstant. These in turn depend on the physical properties of
channel. Here, propagation is determined by a mean dtift medium. The propagation of the molecule is assumed to
velocity and is uncertain due to the Brownian motion withitbe one dimensional (Figure 1 shows two dimensional motion
the fluid. In this preliminary work, our goal is to analyzeor illustration only).
the mutual information between the transmitter and receive 3) Receiver: The dispersed molecule, when arrives at the
and hence the capacity of the channel. We would like teceiver, is absorbed by the receiver and is removed from the
emphasize that, in order to gain insight, and to make theedium. The receiver makes an accurate measurement of the
problem mathematically tractable, we consider a fairlypen time when it absorbs the molecule. It uses this informat@mn t
model of a molecular communication system. decode the information.

In [3], the authors compute information theoretic bounds 4) Transmission of InformationThe transmitter can encode
to capacity for a general diffusion channel. Our work ismformation in either the time of dispersal of the molecules
along similar lines, although we lay a greater emphasis on the number of molecules it disperses or both.
the mathematical modeling of the system. In [4], the authorsWe now proceed to derive the probability distribution func-
study a system where the receiver chemically “reacts” vith ttion (pdf) of the absorption time of the molecule. We then use
molecules and forms “complexes”. This is very differentfro the pdf of the absorption time to characterize the inforomati
the system model we consider. We assume that the receiwenveyed per molecule.

I. INTRODUCTION



The mean of the pdf translates in the direction of the flow of the medium,
the variance of the pdf increases wiht time.

Simulation parameters:
45 |Velocity =3
Diffusion = 0.3
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Ill. CHARACTERIZING THE DIFFUSION PROCESS

The diffusion process is probabilistic. The motion of thgig 5 This figure plots the diffusion of the particle as adtion of time
dispersed molecule is effected by Brownian motion and hence
the propagation time to the receiver is random. In this wae,
try to study the effect of this limitation, assuming eveigth In the static frame of reference, the differential equatian
else is perfect. This is because we expect the resultingrundge written as

tainty to be the dominant limiting factor to the information 2 9

transfer per molecule. We now characterize the propagation §PX($J) = (Da:c? +U8x) Px (z,t) 2)

of the molecule in a fluid medium, a key aspect of this _ _ _
communication system. Assume that there is no absorbing boundary (receiver)

Assume that a molecule is released in a static fluid mediu@fd that the fluid medium extends fromoo to +oco. The
at positionz, and timet,. Let X(¢) denote the position of Probability density function of the location of the parécl
the particle at time. Let Px (z, t;2,,t,) characterize the pdf can be obtained by solving the differential equation (2thwi
of the position of the particle. If the fluid medium is staticboundary conditions’x (z,0) = é(x) and Px (+o0,t) = 0.
the particle disperses in either of the directions with équa For the sake of brevity, we do not give the details about
probability. The pdf of the position of the particle can them solving the differential equation. The solution to the eiién-

characterized by the diffusion equation [5] tial equation is
0 0? B 1 (v — vt)?
aPX(x,t,xo,to) :D@Px(x,t,xo,to), (1) P(z,t) = mexp( D ) 3)
where D is the diffusion constant, whose value is dependefthe pdf of the position of the particle, for evety has a
on the viscosity of the fluid medium. Gaussian distribution. The mean of the distribution duftsng
A. Diffusion with drift the direction of flow of the fluid medium ag, the variance

Equation (1) characterizes the pdf of the position of thac eases a%D_t. Figure 2 plOtSP(:L‘7t), the units for velocity,
iffusion and time are arbitrary.

particle in a static medium. Now suppose that the fluid IS . .
flowing with a constant drift velocity, v > 0. We now derive .If'the par't |qle were fo be released ﬂt.: —¢ instead of
’ ' origin, and if it were to be released at timg then the pdf

the diffusion equation in this medium. of the position of the particle is given b
Consider a frame of reference which is moving with the P P 9 y

same velocity velocity. In this frame, the fluid medium is Px(x,t;—C,t,) =
static and hence the diffusion of the particle obeys (1). Let 1 exp (_ (x—&-fD—(v(t—f,)o))Z) @)
, , T _ t—to :
d=ztut, =t VATD(=to)

be the new coordinate system, and without loss of generalilB; Solution to the diffusion equation in the presence of an
assumet, = 0. Also, without loss of generality, assumeabsorbing boundary

that the particle is dispersed at origin, i.e;, = 0. This  Consider (4) fort, = 0, and assume that the particle is

assumption is made to simplify the notation, |€{z,t) released atry = —(. Assume that there exists an absorb-
representPx (z,t;0,0). This is equivalent to working in a jng poundary atz = 0. For such a system, to solve for
new frame of reference with origin a,. Let Px(z,t;—C,0), we need to solve the differential equation (2)
Px(z,t) = P)/(/(x/,t’), with the following boundary conditions.
e Forz <0, Px(x,0;—¢,0)=4d(x+¢). The probability
then L, 92 ., density function has a physical interpretation only for
gpxl(x ,t)=D—=P, (x,t).
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x < 0. In this region, we require it to be a delta function ____ Absorpton me o the molecul for ciferent set o velocit and ifusion
att =0 centered atr = —(. ;ggg:gi;ogziogl:él
o Px(—o00,t;—(,0) =0, Vi
e Px(0,t;—C,0) = 0, Vt. Condition imposed by the

absorbing boundary.
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The solution to this differential equation is the summation
of two terms. The first term is the probability density in the
absence of the absorbing boundary. To have the probabilit
density at the origin to be zero for all time, tmeethod of
imagesgives the second term, megative probability density

o
o
2

Probability density function of the absorption time

Consider the following equation o |
1 (z+ ¢ — vt)? R S S U T T
PX Z, t, —C, O = exp (— Time of absorption
( ) Var Dt 4Dt
first term Fig. 3. The probability distribution function of the abstigm time for
1 (x — ¢ —vt)? vC different sets of velocity and diffusion
— exp| ——=— | exp | = (5)
VAr Dt 4Dt D

second term

C. Communication in fluid media
It can be shown that (5) is the solution to the differential
equation and satisfies all the boundary conditions.
At a given timet, the probability that the particle has n
yet been absorbed is given by

In this section, we list the differences between a tradiion
wireline communication system and a molecular communica-

0Eion system, and the new challenges involved. In a molecular
communication system, the transmitter encodes the message

B 0 in the number of molecules released and the time of release
F(t) = / Px(x,t;—(,0)dx of these molecules. Based on the number and the time of ab-
e sorption of the molecules, the receiver decodes the tratesimi
_ <1 _ /OO 1 = dx) _ information.
% 2T In a traditional wireline communication system, receiver
oo 1 ) noise limits the maximum rate at which information can be
exp <UC) (1 _/ e%w) conveyed. It may be a similar case with the system model
D =) Ve considered above, where the receiver might record the numbe

o . ) and time of absorption of the molecules incorrectly. Howeve
F(t) is the probability that the particle has not been absbrbeq yiscussed before, the uncertainty in the propagaticnitia
until time ¢. The probability that the particle has been absorb

=t - >~ erﬂajor bottleneck to the information transfer. This undetta
before is given by F(t) = 1 — F'(t). Hence, the probability j, the propagation time also means that the order in which
density function of the absorption time f§t) = * (t). molecules are received at the receiver need not be the arder i

dF which they were transmitted. This will result in ‘inter bloc
ft)=-— interference’. This is a serious impairment in the low véioc
_ L —(vt—0)? Y (vt—0) regime, where the pdf of the absorption time decays only as
- _ﬁexl’( iDt ) ( 2Dt | 2 2Dt3> + t—3. However, tocancel this interferencewe do not have
exp (ﬁ) Lexp (7(vt+4)2) ( v (vt4¢) ) an equivalent of a negative voltage, the number of molecules
D) Vo 4Dt V2Dt | 2v2De3 released can only be zero at least.
— \/Mths exp (f(ZtEtC)Q) (6) Achieving time synchronization between the transmittet an

the receiver is not as straightforward as in the case of a
Equation (6) gives the probability density function of thavireline communication system. In a wireline system, the
absorption time of a particle. transmitter sends a known signal to the receiver to mark the
Note that the pdf decays exponentially in the ‘high veldcitystart of transmission. The same principle can obviously not
regime and decays only as2 in the ‘low velocity’ regime. be used as is. One way to synchronize the clocks is to do so
Figure 3 plots pdf of the absorption time for different sets defore installing the transmitter and receiver. If the dati®s
drift velocities and diffusion constant. are slow enough, the clocks need not be re-synchronized (to
To summarize, we have derived the pdf of the absorptimorrect for difference in the oscillator frequencies) vefien.
time of a molecule when released in a fluid medium witMve assume that that the clocks are synchronized.
diffusion constantD, at a distance{ from the absorption Given these fundamental differences, designing a reliable
boundary, with the fluid flowing with a constant velocitycommunication system is challenging. We look at a very basic
v,v > 0. communication system here and analyze it. We hope that the



framework developed therein can be reused in designing more is discretized. However, the duration of each time slot at
sophisticated and better systems. the receiver need not be the same as that at the transmitter.
The receiver could use a smaller duration of the time slot.
For the sake of clarity, we set the duration of a time slot
at the receiver to be the same as that at the transmitter.

We analyze the case of the transmitter having just a single |t js straightforward to change it to a different value.
molecule. In such a scenario, it can encode information only

in the time of release of the molecule. We discretize time int ' the following section, we derive the mutual information
slots of durationT. The transmitter releases the molecule ihetween the transmitter and the receiver as a convex optimiz
the beginning of one of thé/ time slots. This molecule then t1oN problem.

propagates through the medium and is absorbed by the receive

in a later time slot. The receiver then estimates the time sl® The mutual information as an optimization problem

in which the molecule was released.

The transmitter releases the molecule in one of héme Define a random variablé{ to denote the time slot in
slots, or can choose not to release the molecule at all. Henebich the transmitter releases the molecule. Assume tleat th
it can encode a maximum of I9gV + 1) bits of information. transmitter releases the particle at the beginning of thelot
Suppose the velocity of the fluid medium is high enough, €& < i < N) with probability p;, with Zf;pi = 1—pg. With
that the particle gets absorbed by the boundary/itime slots probability py, the transmitter does not release any molecule.
with very high probability. For such a system, we can tramsniiet Y denote the time slot in which the receiver absorbs the
information at a ratéower than log,(N + 1) /M bits per time molecule. For the time being, we alloW to range between
slot. We study the degradation in the mutual information atand oo, though we will see shortly that this is not required.
low velocity and for different values for diffusion. Also, let Y = 0 denote the event that the molecule is never

There are various parameters which characterize theceived. When we wait for an infinite time at the receiver,
scheme, and which influence the mutual information, aride eventY = 0 occurs only when the molecule is not
hence the rate. transmitted. Assume that the duration of the time slof'is

« Number of transmit time S|OtS]\(). As stated before’ From Section -B, IetF(t) denote the probablllty that the

the information conveyed grows wittv as log,(N) Particle gets absorbed before timegiven that it was released

whereas the duration of one block of transmission grov# the beginning of the first time slot, at time 0. Denote by

linearly in N. Therefore, the maximum rate of commu<; the probability that the particle arrives in th¢" time

nication whenNN transmit time slots are used grows a§lot, given that it was released at time 0, which is equal

log,N/(N + W), whereW is a constant. Depending onto F(jT") — F((j — 1)T), with a; = 0 for j < 0. Let

the value ofi¥, this function is an increasing function ofentr(z) denote—zlog,(z), the binary entropy function. We

N for small N and then decreases to zero. now proceed to calculate the mutual information between the
« Duration of a time slotT). We have sef” to be one unit. random variablesy andY’".

We do not explore the variation of mutual information

IV. MESSAGE ENCODED IN THE TIME OF RELEASE OF THE
MOLECULE

with T I(X;Y) = HY)-H(Y|X)

« Waiting time at the receiverl( time slots). Theoretically, N
we need to wait for an infinite amount of time toH(Y|X) = H(Y|X =0)po+ Z H(Y|X = i)p;
guarantee that the molecule which has been released gets i=1
absorbed. However, it is impractical to do so for two N 0
reasons. First, this would induce an infinite delay between = 0Xxpo+ Zpi Zen‘ﬁf (P(Y =j|X =1))
encoding and decoding of the message. Second, we would =l g=i

like to use the same channel repeatedly. On the other N i
hand, if the receiver only waits for a finite time, it will = Zpi Zentf (aj—it1)
lead to molecules from different blocks interfering with =1 =i

each other. We set/ to be long enough to ensure that _ >
all the transmitted molecules in a block get absorbed by = (1—po) Zemr (k) Y
the receiver with a probability greater than 0.999. We do k=1 o
not consider the effect of inter-block interference. H(Y) =entr(P(Y =0))+ Z entr(P(Y = j))
« Sampling rate at the receiver. We have assumed so far =
that the receiver makes an accurate measurement of the oo N
time of absorption of the molecule and uses it to estimate = entr(po) + Zentr (Z PY =j|X = i)Pi)
the time slot in which the molecule was released. We now = st
relax this assumption. We assume that the receiver only 0o N
uses the time slot in which the molecule was absorbed, = entr(pg) + Zentr (Z (aji)pi> (8)
and not the exact time. Essentially, the time at the receiver =1 =1



0o N
Variation of the mutual information with veocity of the medium
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I(X;Y) = entr(po) + ) _entr | Y pioyj;
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The sequencga;} is a decreasing sequence. The rate of
decay depends on the values of the drift velogitgnd the
diffusion coefficientD. The summations in (9) can therefore R
be terminated for some large enough

Mutual Information in bits

. . . . . (0.1734,0.0449,0.0467,0.2803,0.4548)
The expression for mutual information is a non-negative /
weighted sum of concave functions plus a constant. Henct AR R
the mutual information is a concave function of the input dis 10 10 10’ w0

Velocity (v)

tribution {p;,7 = 1,..., N}. Standard optimization packages

like CVX [6] can be used to solve for the input probability

distribution which maximizes the mutual information.
Suppose that we were to convey information only in the

time offrelease of t_he'molecr:]uled, thatis, wef do not Iqll?w @ shown in Figure 3. Compared to the case when the diffusion in
case of no transmission. The derivation of mutual inforomatl o e giym is low, the probability distribution functionnsore

is very similar to the derivation above. Mutual informaticen “concentrated” when the diffusion in the medium is higher

then be expressed as Next, we find the input distribution which maximizes (10).
M N M The mutual information in this case is plotted in Figure 5eTh
I(X;Y) =) entr (Zpiaj_i) — ) “entr(a;) (10) maximum mutual information is nodog,(IV) bits, which is
j=1 i=1 j=1 achieved at high velocities. However, it is in the low vetgci
regime where the mutual information is significantly lower
) ) ] . o than the case where the transmitter is allowed to not transmi
Using numerical methods, we find the input distribution thaf,e molecule. Figure 6 compares the two scenarios.

maximizes (9). In Figure 4, we plot the mutual information oy the results, we see that the velocity-diffusion region
as a function of velocity, for two different sets of diffusio .5, pe roughly classified into two regimes:

coefficients, 0.05, representing the low diffusion scenand « A diffusion dominated region, where mutual information

a high diffusion constant 0.2. We have two sets of plots in = . latively | itive 1o th locity. Thi d
the figure, one for the case where we have two slots in which !> "®'& |ve7){ INSensitive o the veloctly. This correspen
tov < 107 andv > 3 in Figure 4.

we can release the molecule, or choose not to release it, and . ) . .
another, where we have four time slots. Also, we give thetinpu * A vel.oc;':.y ﬂ?mmateq reglmi, whelre -the murt]ual mf((j).rma-
distribution(po, p1, p2, ps, p4) at which the mutual information t|0£11|s '9 y.sen.smve to the velocity of the medium,
is maximized at the two extreme values of velocity. 107 <w <3 in Figure 4.

From the figure, it is evident that the mutual information In the low velocity regime, we see no significant improve-
increases with an increase in velocity and saturates toMgntin the mutual information when we increase the number
maximum oflog,(N + 1) bits. This trend is expected. TheOf time slots in which we can release the molecules. As
mutual information maximizing input probability distrion ~ €XPected, very little information can be conveyed in theetim
is the uniform probability distribution. At high velocitethe Of release of the molecule when there is high uncertainty in
receiver can detect error free the slot in which the trartemit the propagation time. Hence, we need to explore alternative
disperses the molecule. Also, because we wait for a suffigienways of encoding message in this regime.
long time at the receiver, we can detect error free if a
molecule was transmitted or not. Therefore, a lower limit on
the mutual information is one bit. At lower velocities, the In this paper, we construct a framework to study data
mutual information is marginally greater than one bit. rates that can be achieved in a molecular communication

The diffusion constant is a measure of the uncertainty gystem. We start by studying the propagation of the molecule
the propagation time. Hence, we would expect the mutual a fluid medium. We consider a simple model for the
information to be lower when the diffusion constant is higlcommunication system, consisting of a transmitter andvere
This is indeed the case at high velocities. However, it separated in space, immersed in a fluid medium. We derive
surprising that higher diffusion constant results in highahe pdf of the propagation time of the released molecules Thi
mutual information at low velocities. This is because, at lopdf characterizes the data rate completely. We then proceed
velocities, it is the diffusion in the medium which aids theo analyze the rates achieved by a simple communication
propagation of the molecule from the transmitter towards tiprotocol, where information is encoded in the time of redeas
receiver. This is illustrated in the pdf of the absorptiomej of the molecule.

Fig. 4. Variation of mutual information with velocity.

B. Simulation Results

V. CONCLUSIONS ANDFUTURE WORK



(0.2500,0.2500,0.2500,0.2500)

Mutual information in bits

Fig. 5. Variation of mutual information with velocity when thiensmitter

Velocity

is not allowed to not disperse the molecule.

~e-N=2,p,=0
-a-N=4,p =0
—-N=2,p %0

—=—N=4,p %0

: T
[ iffusion constant is 0.2 for all the curves |

[ S S

-
)

Mutual information in bits

Fig. 6. A comparison of the mutual information between the twsesa
when the transmitter is allowed not to transmit the moleculellatad the

case when it is not.

i i
10 10
Velocity

10!

a molecule is absorbed. However, we have so far assumed
that the receiver is sensitive enough to detect the absorpti
of every molecule. However, it might not be possible to desig
such receiversReceiver quantization, in time, and in the
number of molecules it absorb®eeds to be accounted for.
Also, we have not considered any receiver noise in our model.
The number of molecules that the receiver detects might be
modeled as a random variable and its effect accounted for
when calculating the mutual information.

In this paper, we have assumed that the waiting time is
long enough to ensure that the released molecule is absorbed
However, in practical systems, this time has to be truncated
allow for the reuse of the channel. This will then result in an
inter-block-interference wherein molecules releasedairier
blocks might arrive “late” and confuse the receiver. Al$wre
is a probability that the receiver absorbs no molecules even
when the transmitter disperses them. The system model is
equivalent to &-channel with memorjt would be interesting
to study capacity of such channels.

We have computed information theoretic bounds for the
maximum data rate. Another interesting research problem
would be to devise “error detection or error correction”
mechanisms for a molecular communication system. In par-
ticular, designing codes with very low encoding and decgdin
complexity will be a key challenge.

A complete departure from the framework of releasing
finite number of molecules is to consider the case where
the transmitter controls theoncentration of the molecules
it releases. Concentration being a real number, optinazati
has to be done over continuous valued probability distidiout
functions.

In conclusion, we believe that the area of molecular com-
munication presents many interesting research problerost M

In the framework constructed here, many interesting probf these problems do not arise in the context of wireline
lems arise. We list a few of them.

In this paper, we considered only the case where infor-
mation is encoded in the time of release of the molecule.

communication, making the problems even more challenging.
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