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Abstract

We consider an Amplify-and-Forward cooperative diversity system where a source node communicates with

a destination node with the help of one or more relay nodes. The conventional system model assumes all relay

nodes participate, with the available channel and power resources equally distributed over all nodes. This approach

being clearly sub-optimal, we first present two power allocation schemes to minimize the system outage probability,

based on complete channel state information and channel statistics, respectively. We further show that the proposed

optimal power allocation methods minimize system symbol error rate as well. Next, we propose a selection scheme

where only one “best” relay node is chosen to assist in the transmission. We show that the selection-AF scheme

maintains full diversity order, and at reasonable power levels has significantly better outage behavior and average

throughput than the conventional all-participate scheme or that with optimal power allocation. Finally we combine

power allocation and selection to further improve performance.

Keywords: Cooperative System, Amplify-and-Forward, Optimal Power Allocation, Selection Scheme.

I. I NTRODUCTION

Prior work has shown that a cooperative diversity gain is available in distributed wireless networks

where nodes help each other by relaying transmissions [1]–[3]. The system under consideration comprises

a source, a destination andm potential relay nodes. The most popular cooperation protocols are amplify-

and-forward (AF – the relay simply amplifies the source transmission and retransmits) and decode-and-

forward (DF – the relay decodes the source transmission, re-encodes and retransmits). Laneman and

Wornell [1] studied an AF scheme in which allm relays help the source,(m+1) orthogonal channels are

used for transmission, and the total available power is equally divided up among the(m+1) transmitting

nodes. This scheme achieves order-(m+1) diversity. Clearly, the performance of such an “all participate”

amplify-and-forward (AP-AF) network with equal power allocation (EPA) is upper-bounded by the case

of using perfect knowledge of all channel gains for optimal power allocation (OPA).



2

OPA in AF networks has been studied recently in [4]–[11]. Most of these (e.g., [4]–[9]) focus on the

single-relay case, and solve for the optimal power division between the source and relay nodes to maximize

capacity [4], [5], minimize transmission power [6], minimize outage probability [7], [8] or probability of

error [9]. However, the extension of these algorithms to multiple relays is not obvious. OPA in multi-hop

systems was discussed in [10], where the relay nodes are used to extend the coverage area, rather than

to provide diversity for improving throughput or reducing outage probability. Employing multiple relay

nodes with distributed beamforming for diversity gain was studied in [11].

This paper first revisits Laneman’s framework in [1], where system resources are shared and nodes

transmit in orthogonal channels. We derive two OPA algorithms for AP-AF networks with multiple relay

nodes to minimize outage probability, with two different levels of channel knowledge: complete channel

state information (CSI) and channel statistics. The OPA schemes are presented as extended water-filling

processes under both total and individual power constraints. Furthermore, although our goal of power

allocation is to maximize the throughput or minimize the outage probability, we prove that these OPA

schemes also minimize symbol error rate (SER). These power allocation schemes are different from those

in a conventional multi-input multi-output (MIMO) system since in a cooperative network, every relay

has its own orthogonal channel, while multiple antennas transmit and interfere in the same channel.

The second half of the paper recognizes the fact that despite optimal power allocation, the performance

of the AP-AF scheme is fundamentally limited by the orthogonal partitioning of system resources. This

overhead to cooperation is particularly damaging in large networks with many nodes. To solve this problem,

this paper introduces a selection-based cooperation structure, selection amplify-and-forward (S-AF), in

which only one “best” node is chosen as a relay. A selection scheme over cooperative networks has been

introduced by Bletsas et al. [12]. In their work the selection is based on a delay process at the relays,

and the selection criterion is not optimal. Furthermore, their selection process may fail due to packet

collision and the analysis in [12] quantifies the probability of collisions. In [13] a selection DF scheme

is introduced, however, the underlying cooperation mechanism and partner selection algorithms are very

different. Our selection algorithm, building on the work in [13], is implemented at the destination, which

is assumed to have knowledge of all channel gains, including those between the source and all relays,

hence the selection algorithm can be designed to minimize the outage probability directly.

As we will show, both S-AF and AP-AF achieve the maximum diversity order of(m + 1). But more

importantly, at reasonable power levels, we show that whenever more than two relays are available (m > 2),
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S-AF achieves a higher instantaneous throughput, and hence lower outage probability than AP-AF. These

analytical results can be justified intuitively: (a) in a distributed network instead of distributing the channel

resources over(m + 1) nodes for transmitting information, S-AF only halves the resources, and (b) since

S-AF chooses the best ofm relays, the relays still provide a diversity order ofm. At the end of this paper

we combine OPA and relay selection1 for better performance. Simulation results show that this combined

selection with OPA scheme achieves best performance among all the schemes in this paper.

The rest of the article is organized as follows. Section II introduces the conventional AF system model,

and analyzes its outage behavior. Section III sets up the optimal power allocation problems for the AP-AF

scheme and presents solutions for two special cases of practical interest: with complete CSI and with only

channel statistics. Section IV presents the S-AF scheme and compares it with AP-AF for both throughput

and outage probability. Finally, Section V concludes the paper.

II. A LL -PARTICIPATE AMPLIFY-AND-FORWARD

Consider a system in which a source node ‘s’ transmits information to a destination node ‘d’ with the

help ofm relay nodes. Transmissions use orthogonal channels, either through time or frequency division.

For convenience, we assume time division and so each node is assigned one of(m+1) time slots in each

information packet.

A. System Model

In the first, data-sharing, time slot, the source node transmits to the destination as well as the relay

nodes. The signals received at the destination and the relays are

ys,d =
√

Eshs,dx + ns,d, (1)

ys,i =
√

Eshs,ix + ns,i, i = 1, · · · ,m, (2)

wherex, ys,d andys,i denote the (unit energy) transmitted signal and the signals received at the destination

and theith relay node, respectively.hs,i andhs,d are channel coefficients of the source-relay and source-

destination channels, which include the effect of shadowing, channel loss and fading.Es is the average

energy transmitted in this time slot. Assuming all the time slots have unit duration,Es can be considered

as the transmission power.ns,d andns,i are additive circularly symmetric white Gaussian noise (AWGN)

1By solving the problem of allocating power optimally between source and selected relay.
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in the corresponding channels, with varianceNs,d andNs,i, respectively, i.e.,ns,d ∼ CN (0, Ns,d), ns,i ∼
CN (0, Ns,i).

In m subsequent time slots, them relays use the AF protocol, i.e., normalize their received signals

and retransmit to the destination one at a time. For theith relay, the normalization factor is
√

E {|ys,i|2}
(whereE {·} denotes the expectation operator) and thus the signal transmitted from theith relay is

xi =
ys,i√

E {|ys,i|2}
=

√
Eshs,ix + ns,i√
Es|hs,i|2 + Ns,i

. (3)

Note that we assume thatEs, |hs,i| andNs,i are known at theith relay.

Based on (3), the signal received by the destination from theith relay node is

yi,d =
√

Eihi,dxi + ni,d =

√
EsEi

Es|hs,i|2 + Ns,i

hi,dhs,ix + ñi,d, (4)

wherehi,d is the channel gain from nodei to the destination, andEi is the power used by nodei for

transmission in its time slot.ni,d ∼ CN (0, Ni,d) denotes the AWGN of the relay-destination channel.ñi,d

is the equivalent noise term inyi,d. It can be easily shown that̃ni,d ∼ CN (0, Ñi,d) with

Ñi,d = Ni,d +
Ei|hi,d|2Ns,i

Es|hs,i|2 + Ns,i

. (5)

B. Outage Performance and Diversity Analysis

We can write the normalized received signals from all the time slots in vector form as [14]:

yd = hx + n, (6)

where

yd =


 ys,d√

Ns,d

y1,d√
Ñ1,d

· · · yi,d√
Ñi,d

· · · ym,d√
Ñm,d




T

(7)

h =



√

Eshs,d

Ns,d

1√
Ñ1,d

√
EsE1

Es|hs,1|2 + Ns,1

h1,dhs,1 · · · 1√
Ñm,d

√
EsEm

Es|hs,m|2 + Ns,m

hm,dhs,m




T

(8)

with n ∼ CN (0, I) and Ñi,d defined in (5). Note that normalizing the received signalyi,d with Ñi,d does

not change the signal-to-noise ratio (SNR), but the resulting identity noise covariance matrix simplifies

the computations needed later. Thus the source-destination channel capacity, for a givenh, when all nodes
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participate is

IAP =
1

m + 1
log2

(
1 + hHh

)
(9)

=
1

m + 1
log2


1 +

Es|hs,d|2
Ns,d

+
m∑

i=1

Es|hs,i|2
Ns,i

Ei|hi,d|2
Ni,d

Es|hs,i|2
Ns,i

+
Ei|hi,d|2

Ni,d
+ 1


 ,

in bits per time slot.

Let Ns,d = N0, Ns,i = ηs,iN0 and Ni,d = ηi,dN0, whereηs,i and ηi,d are determined by the ratios of

Ns,i andNi,d to Ns,d. DenoteEs|hs,d|2 = α0, Es|hs,i|2/ηs,i = αi andEi|hi,d|2/ηi,d = βi. Assuming all the

channels are Rayleigh distributed,α0, αi andβi are exponentially distributed random variables. Denoting

1/N0 = γ, the capacity formula (9) becomes

IAP =
1

m + 1
log2

[
1 + γα0 +

m∑
i=1

γ2αiβi

γαi + γβi + 1

]
. (10)

For a given set of energy allocations{Es, Ei}m
i=1, channelshs,d, {hs,i}m

i=1, {hi,d}m
i=1 and noise coefficients

{ηs,i, ηi,d}m
i=1, the transmitted SNR at each node, and the received SNR at the destination node are all

proportional toγ = 1/N0. Henceγ serves as a measure of the system SNR.

An outage event occurs when the capacityI falls under a required rateR, with outage probability

Pout = P [I < R]. It is extremely difficult to directly compute the exact outage probabilities for the

AP-AF schemes for arbitrary SNR because the probability density function (PDF) ofIAP is hard to

obtain. However, the following theorem presents upper and lower bounds on the outage probabilities for

the AP-AF scheme in the high SNR regime. These bounds also provide the achieved diversity order of

the AP-AF scheme.

Theorem 1:In the high SNR regime, the outage probability of AP-AF scheme can be bounded as

λ0Π
m
i=1(λi + ξi)

(m + 1)mm

(
2(m+1)R − 1

γ

)m+1

≤ PAP
out ≤

λ0Π
m
i=1(λi + ξi)

m + 1

(
2(m+1)R − 1

γ

)m+1

, (11)

with λ0, λi andξi the exponential distribution parameters of the Rayleigh channel amplitude squaresα0,

αi andβi in (10), respectively.

Proof: See Appendix A.

Since both the upper and the lower bounds in Theorem 1 are proportional to(1/γ)m+1, as expected,

the AP-AF scheme achieves full diversity order of(m + 1).
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III. O PTIMAL POWER ALLOCATION

A. Optimal Power Allocation with CSI

AP-AF requires that complete CSI i.e.,hs,d, hs,i and hi,d, be available at the destination node to

coherently decode the signal. It is feasible then for the destination to use this information to assign

transmit powers to the relay nodes. The manner in which the destination obtains the CSI is beyond the

scope of this paper.

This section develops the optimal power allocation among source and relay nodes to maximizeIAP and

thereby minimize outage probability. This optimization problem is modeled with both sum and individual

power constraints. Theith node has a power budget ofEmax
i while total power available is limited toET ,

or

Es +
m∑

i=1

Ei ≤ ET , Es ≤ Emax
s , Ei ≤ Emax

i . (12)

To simplify (9) denotea0 = |hs,d|2/Ns,d, ai = |hs,i|2/Ns,i and bi = |hi,d|2/Ni,d, and we have

IAP =
1

m + 1
log2

[
1 + Esa0 +

m∑
i=1

EsEiaibi

Esai + Eibi + 1

]

=
1

m + 1
log2

[
1 + Es

(
m∑

i=0

ai

)
−

m∑
i=1

E2
sa

2
i + Esai

Esai + Eibi + 1

]
. (13)

Sincelog2(1 + x) is a strictly increasing function ofx, based on (12) and (13), we have:

[Es E1 · · · Em]opt = arg
max

Es+
∑m

i=1 Ei≤ET

0≤Es≤Emax
s , 0≤Ei≤Emax

i

Es

(
m∑

i=0

ai

)
−

m∑
i=1

E2
sa

2
i + Esai

Esai + Eibi + 1
. (14)

Solving optimization problem (14) in closed form appears to be difficult. But if we relax the problem to

one with a fixed pre-determinedEs, then the new problem

[E1 · · · Em]opt = arg
min∑m

i=1 Ei≤Er

0≤Ei≤Emax
i

m∑
i=1

E2
sa

2
i + Esai

Esai + Eibi + 1
, (15)

whereEr = ET − Es is the total power constraint for the relay nodes, has a closed-form solution. The

relaxed problem (15) is equivalent to having the source node transmit at some reasonable power, and then

optimally allocating the remaining power among the relay nodes. Without individual power constraints,

the problem can be shown (using the Lagrange multiplier method, as shown in Appendix B) to have a



7

water-filling solution as

Ei =




√
E2

sa
2
i + Esai

bi

λ− Esai + 1

bi




+

, (16)

whereλ is a constant to meet the total power constraint.

Now consider the individual constraints. Since the objective function (15) is a monotonically decreasing

and convex function ofEi, the optimal point must be on the boundary. This can also be easily verified

by the Karush-Kuhn-Tucker (KKT) conditions [15], and hence we have the following theorem.

Theorem 2:The optimal power allocation among the relay nodes to maximize the capacity (13) of

AP-AF systems, given a fixed transmit powerEs for the source node, with total and individual power

constraints, is

Ei =




√
E2

sa
2
i + Esai

bi

λ− Esai + 1

bi




Emax
i

0

, (17)

whereλ is a constant chosen to satisfy the total power constraint and(x)u
l = l (x < l), = x (l ≤ x ≤

u), u (x > u). This solution can be considered as an extended water-filling process, with each vessel

having both a bottomand a lid.

In the high SNR regime, the optimal power allocation reduces to

Ei =

(
Esai√

bi

λ− Esai

bi

)Emax
i

0

. (18)

Finally, the destination node will notify each relay node of its assigned transmission power. If a node is

assigned zero power, it remains idle in its slot. Adapting the number of slots dedicated to relaying according

to channel conditions would involve an adaptive transmission structure, extra feedback and centralized

control and is beyond the scope of this paper. Since instantaneous throughput is maximized for each set

of channel realizations, minimum outage probability is achieved. Note that the resulting optimal power

allocation scheme is significantly different from waterfilling in a conventional MIMO system both due to

the presence of individual power constraints and the orthogonality of them relay transmissions.

B. Optimal Power Allocation with Channel Statistics

Section III-A presented the optimal power allocation to minimize outage probability. It requires the

destination node to compute the optimal power of each relay node for every channel realization, and to

notify the relay nodes of their transmission power using a feedback channel. In practical systems this
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optimal power allocation scheme may not be feasible: for instance, the feedback channel from destination

to relay nodes may have very low capacity, therefore real-time power control is impossible; it is also

possible that power allocation is done at the relays and accurate instantaneous channel state information

(from relays to destination) is not available. In those systems, however, channel statistics may be available.

We now present a new power allocation scheme based on statistical channel information.

Theorem 1 introduced upper and lower bounds on the outage probability of AP-AF scheme. Given

statistical information only, we minimize the outage probability by minimizing the bounds simultaneously.

Ignoring the terms independent of transmission power, we have

[Es E1 · · · Em]opt = arg
min

Es+
∑m

i=1 Ei≤ET

0≤Es≤Emax
s , 0≤Ei≤Emax

i

λ0

m∏
i=1

(λi + ξi). (19)

Sinceλ0 is defined as the exponential parameter ofEs|hs,d|2, we rewrite it as

λ0 =
1

E{Es|hs,d|2} =
1

Esνs,d

, (20)

whereνs,d is the variance of the Rayleigh fading channelhs,d, or hs,d ∼ CN (0, νs,d). Similarly we can

rewrite λi andξi as

λi =
ηs,i

Esνs,i

,

ξi =
ηi,d

Eiνi,d

, (21)

wherehs,i ∼ CN (0, νs,i) andhi,d ∼ CN (0, νi,d).

Again we use a pre-determined value ofEs to simplify the optimization problem. Substituting (20) and

(21) into (19), we have

[E1 · · · Em]opt = arg
min∑m

i=1 Ei≤Er

0≤Ei≤Emax
i

m∏
i=1

(
ηs,i

Esνs,i

+
ηi,d

Eiνi,d

)
. (22)

The solution to this minimization problem is summarized in the next theorem.

Theorem 3:The optimal power allocation for minimizing system outage probability with only channel

statistics is

Ei =

(√
4ciEsλ + E2

s − Es

2ci

)Emax
i

0

, (23)

whereci =
νi,dηs,i

νs,iηi,d
is a parameter of the channels related to relay nodei, while λ is chosen to satisfy the

total power constraint.
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Proof: See Appendix C.

C. Minimization of SER

In Sections III-A and III-B the goal of power allocation was to minimize the outage probability of

the AP-AF relay system. It has been proved in Lemma5 of [16] that error probability is lower bounded

by the outage probability, which implies that minimizing the outage probability may be also valid for

minimizing SER. In this section, we argue that the algorithms in Theorems 2 and 3 also minimize SER

for any memoryless data modulation format.

Although SER of a system is related to the modulation scheme the system adopts, it is always a

monotonically increasing function of the received SNRγr, e.g.,Q (√
2γr

)
for binary phase shift keying

(BPSK) and2Q (√
2γr

)−Q2
(√

2γr

)
for quadrature PSK (QPSK), whereQ(x) is the Gaussian Q-function.

As a result, when complete CSI is available for power allocation, maximizing the received SNR is the

equivalent to minimizing SER.

Assuming the receiver uses maximum ratio combining (MRC), the received SNR is the sum of SNR’s

from the different data routes, i.e., from the direct link between source and destination nodes and from

all the other relays. From system equation (6) we get

γr = Esa0 +
m∑

i=1

EsEiaibi

Esai + Eibi + 1
. (24)

Note that this is the same objective function as in minimizing outage probability (14), thus the OPA in

(17) not only minimizes the outage probability of the AF system, but also minimizes the SER.

Furthermore, the asymptotic averaged SEP formula for general AF systems was recently introduced in

[17] as

Pe ≈ C(m, k)

γm+1
λ0

m∏
i=1

(λi + ξi) , (25)

where the constantk depends on modulation (e.g.k = 2 for PSK), andC(m, k) is a constant depending

on the number of relay nodesm and k. In [17], the available transmission power was divided equally

among all the source and relay nodes, henceλ0, λi and ξi are determined only by their corresponding

channels. However, different transmit powers can be easily taken into account by using (20) and (21),

and the SER formula becomes

Pe ≈ C(m, k)

γm+1

1

Esνs,d

m∏
i=1

(
ηs,i

Esνs,i

+
ηi,d

Eiνi,d

)
. (26)
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Note that the terms related to transmission power are exactly the same as in (22) to minimize outage

probability. Therefore, when only channel statistics are available, the optimization problem (22) is valid

for minimizing SER as well.

Thus we have shown that the power allocation algorithms in Theorems 2 and 3 minimize both the

system outage probability and SER2 with any linear modulation format.

D. Simulation Results

This section presents results of simulations to evaluate the impact of power allocation on AP-AF

networks. We simulate an AP-AF network with a source, a destination and three relay nodes (m = 3).

Four transmission schemes are compared: OPA-CSI AP-AF is our proposed optimal scheme with complete

CSI, OPA-STA is the power allocation scheme with only channel statistics, equal power allocation (EPA)

AP-AF is the conventional AF scheme where all relays use the same power (Ei = Es = ET /(m + 1)),

and Direct Transmission is when the source transmits information to the destination directly without help

from the relays. The power constraints are set atEs = 1, Er = m and Emax
i = 2. The variance of the

Rayleigh fading channels are assumed to be determined by the locations of nodes.

This example places all nodes in a circle centered at the origin of thex-y plane with radiusr = 1.

The source and destination nodes are located at(−0.5, 0) and(0.5, 0), respectively. Three relay nodes are

uniformly distributed in the circle. The channel between two nodes ishi,j ∼ CN (0, 1/dν), whered is the

distance between the two nodes, andν = 2.5 is the distance attenuation factor. For all the simulations in

this article we assume that all the noise variances are equal, i.e.ηs,i = ηi,d = 1.

[Figure 1 about here.]

Figure 1 compares the average throughput of the three schemes, where results are obtained by averaging

over5, 000 channel realizations. From the figure we can see that the OPA-CSI scheme improves the average

throughput by about2 dB at low SNR3. Figure 2 shows the outage probability of the four schemes. The

OPA-CSI results in a gain of 1.5dB, but the improvement by OPA-STA is small. Note that, from these

figures, as expected, direct transmission has greater average throughput, but far poorer outage probability

(diversity order of 1, not(m + 1)).

[Figure 2 about here.]

2Instantaneous for Theorem 2, and averaged over the fading processes for Theorem 3.
3SNR is defined asγ = 1/N0.
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IV. SELECTION AMPLIFY-AND-FORWARD SCHEME

A. Algorithm Description

In the previous section we showed that power allocation can improve system throughput for the AP-AF

scheme. However, in order to realize orthogonal transmissions, every node can only transmit in a slot with

duration1/(m + 1) of the entire block. Although this orthogonal transmission can achieve full diversity

order, the TDMA factor of1/(m + 1) in (9) has a large adverse effect on throughput whenm is large.

To solve this problem, we introduce a new scheme called Selection Amplify-and-Forward (S-AF) where

the transmission is divided into only two slots. The first slot implements the data-sharing phase of AP-

AF. However, the relaying phase of S-AF contains only one slot, in which a relay node selected by the

destination amplifies and forwards its received signal from the source. To focus on the idea of relay

selection, we first assume equal power allocation between the source and relay nodes, i.e.,Es = Ei.

Using the same notation as in (10), the capacity of the source-destination channel when relayi is chosen

for relaying is

IS(i) =
1

2
log2

(
1 + γα0 +

γ2αiβi

γαi + γβi + 1

)
(27)

bits per time slot. The maximum capacity is therefore attained when the relay with the largest

Pi =
γ2αiβi

γαi + γβi + 1
(28)

is selected, resulting in a capacity of

IS =
1

2
log2

[
1 + γα0 + max

i

γ2αiβi

γαi + γβi + 1

]
. (29)

The destination node needs only to select and notify the best relay, instead of computing and feeding

back the power allocated to every relay node. Therefore the complexity of S-AF is lower than that of

AP-AF. But because S-AF only repeats information once whereas AP-AF repeatsm times, S-AF actually

has a higher throughput.

[Figure 3 about here.]

Figure 3 plots the throughput of S-AF and OPA AP-AF schemes. We consider a network in which all

channels have equal gain, i.e.,hs,d, hs,i, hi,d ∼ CN (0, 1). As the number of relays increases, the throughput

of AP-AF actually decreases due to the lower TDMA factor of1/(m + 1) in (9). The figure shows that

S-AF achieves much larger average throughput than AP-AF. As expected, the gains of using S-AF over
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AP-AF increases with increasingm.

B. Outage Analysis

In this section we compare the outage probability for the two AF schemes. We prove that S-AF scheme

can also achieve full diversity order. Combined with the throughput analysis in the previous section, we

can expect that S-AF has better outage probability than AP-AF in general since it has larger average

throughput and the same diversity order. This is verified with simulation results in the next section.

Theorem 4:At high SNR, the outage probability of the S-AF scheme can be approximated as

P S
out = P [IS < R] ≈ λ0

∏m
i=1(λi + ξi)

m + 1

(
22R − 1

γ

)m+1

, (30)

Proof: See Appendix D.

Theorem 4 states that full diversity order of(m + 1) can be achieved by the S-AF scheme since as

AP-AF, P S
out is proportional to(1/γ)m+1. Next, by comparing the high SNR outage probability of S-AF

with the lower bound of AP-AF in Theorem 1 we arrive at the next corollary.

Corollary 1: In the high SNR regime,P S
out < PAP

out when the target rateR satisfiesR > (log2 m)/(m−1).

Note that the conditionR > (log2 m)/(m − 1) is obtained by using the lower bound of AP-AF, and

therefore is sufficient but not necessary i.e., even when the condition is not satisfied, S-AF may still have

smaller outage probability than AP-AF. Furthermore, although the corollary is based on the high SNR

assumption, simulation results shows that it is also valid for the medium SNR regime. The threshold

(log2 m)/(m − 1) is easily reached in practice. For instance, whenm = 8 potential relays, the required

target rate is onlyR > 3/7 bits/time slot. Therefore we can safely say that in practice S-AF provides

better outage performance than AP-AF.

C. Simulation Results

[Figure 4 about here.]

The following figures simulate the outage probabilities for the three schemes, S-AF, AP-AF and direct

transmission. In Fig. 4 the equal-gain channels as in Fig. 3 are assumed. The required outage is set to be

R = 1. The figure shows that S-AF achieves a huge improvement in outage probability of about4 dB

over AP-AF, even with OPA, while both achieve full diversity order.

Figure 5 shows a more practical situation where channels are determined by the locations of nodes, as

in Fig. 2. With a gain of approximately5 dB, the superiority of the S-AF scheme is again confirmed.
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[Figure 5 about here.]

D. Selection AF with Power Allocation

In the previous sections it is shown that S-AF outperforms AP-AF with optimal power allocation in

terms of system throughput and outage behavior. In fact, those two techniques are not mutually exclusive.

In this section, we will find the best power allocation between source and selected relay in S-AF for further

improvement. Since S-AF requires complete CSI and feedback channel already, it can be combined with

optimal power allocation. Thus in this section, we will focus on OPA with complete CSI.

With power allocation, the selection criterion is different: It is determined by not only the channel

conditions related to the relay node, but also the source-destination direct link. Therefore we need to

consider the optimal power allocation between the source and single relay first.

In a single relay network, assume the total transmission energy isET . The source node usesρET for

its transmission and the rest(1 − ρ)ET is for the relay nodei. DenoteA0 = a0ET , Ai = aiET and

Bi = biET , wherea0, ai andbi are defined in Section III-A. The received SNR (defined in Section III-C)

can be rewritten as

γr = A0ρ +
AiBiρ(1− ρ)

Aiρ + Bi(1− ρ) + 1
. (31)

Since maximizing instantaneous receive SNR minimizes outage probability and SER at the same time,

our goal is thus to choose the optimal transmission power ratioρopt. The result is given in the following

theorem.

Theorem 5:The optimal power ratio for the source node in a single relay system is

ρopt =





1 Di < 0

min
(
1, Bi+1

Bi−Ai
− Ci

Di(Bi−Ai)

)
Di > 0

, (32)

whereCi = AiBi(Ai + 1)(Bi + 1) andDi = AiBi + A0Bi−A0Ai. It should be noted thatAi andBi are

generally not equal, since they are realizations of two independent exponential distributions.

Proof: See Appendix E.

Based on Theorem 5, the OPA algorithm for S-AF can be listed as

1) For each relay nodei, compute the optimal power ratioρopt
i using (32).
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2) Compute the received SNR with optimal power ratio using nodei as

γopt
r,i = A0ρ

opt
i +

AiBiρ
opt
i (1− ρopt

i )

Aiρ
opt
i + Bi(1− ρopt

i ) + 1
.

3) Choose the best node based on the received SNR using each potential relay.

4) Use the feedback channel to notify the selected relay and the source of their power level.

[Figure 6 about here.]

Figure 6 compares the outage behavior of S-AF with and without OPA. The system used in this

simulation is the same as in Fig. 4. From the figure we can see that the S-AF system outage behavior

is greatly improved by power allocation, especially in the high SNR regime. In this simulation, we also

notice that the two S-AF schemes choose different “best” nodes with about40% probability. This verifies

that power allocation has a significant impact on the S-AF scheme.

V. CONCLUSION

Cooperative diversity is a powerful idea to achieve spatial diversity even when multiple antennas are

unavailable at each node. Previous works have developed several schemes to realize this cooperative

diversity gain, among which Amplify-and-Forward is attractive for its low complexity. The conventional

AF (or AP-AF) scheme assumes that all the relay nodes participate in packet forwarding, and that the same

power is used at all the nodes. In this paper we first consider two levels of channel information, complete

CSI and channel statistics, and derive optimal power allocation among the relay nodes to minimize system

outage probability with total and individual power constraints. We showed that the optimal power allocation

can be obtained by an extended water-filling process. We also show that these OPA schemes also minimize

SER. Another important contribution of this paper is a selection scheme, called S-AF, where only one

relay node is chosen to relay the source signal. We showed that S-AF maintains full diversity order while

greatly increasing the throughput, and therefore also achieves better outage behavior than AP-AF, even

with OPA. Finally, OPA and S-AF may be combined for better performance.

APPENDIX

A. Proof of Theorem 1

The capacity of the AP-AF scheme is

IAP =
1

m + 1
log2

[
1 + γα0 +

m∑
i=1

γ2αiβi

γαi + γβi + 1

]
. (33)
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Thus the outage probabilityPAP
out is

PAP
out = P [IAP < R]

= P

[
α0 +

m∑
i=1

γαiβi

γαi + γβi + 1
<

2(m+1)R − 1

γ

]
(34)

Since
m∑

i=1

γ2αiβi

γαi + γβi + 1
> max

i

γ2αiβi

γαi + γβi + 1
, (35)

an upper bound forPAP
out can be introduced as

PAP
out = P

[
1

m + 1
log2

(
1 + γα0 + max

i

γ2αiβi

γαi + γβi + 1

)
< R

]
,

= P

[
α0 + max

i

γαiβi

γαi + γβi + 1
<

2(m+1)R − 1

γ

]
,

= P

[
max

i

γαiβi

γαi + γβi + 1
< δ − α0

]
, (36)

whereδ = 2(m+1)R−1
γ

. Sinceα0 is exponentially distributed variable with parameterλ0, we have

PAP
out =

∫ δ

0

P

[
max

i

γαiβi

γαi + γβi + 1
< δ − x

]
λ0e

−λ0xdx

=

∫ 1

0

P

[
max

i

γαiβi

γαi + γβi + 1
< δx′

]
δλ0e

−λ0δ(1−x′)dx′

=

∫ 1

0

(
m∏

i=1

P

[
γαiβi

γαi + γβi + 1
< δx′

])
δλ0e

−λ0δ(1−x′)dx′

= δm+1λ0

∫ 1

0




m∏
i=1

P
[

γαiβi

γαi+γβi+1
< δx′

]

δx′


 (x′)me−λ0δ(1−x′)dx′,

(37)

using (x′ = 1− x/δ) Note thatδ is a function of transmit SNRγ, andδ → 0 whenγ →∞. Thus

lim
γ→∞

e−λ0δ(1−x′) = 1. (38)

By Lemma1 in Appendix1 of [2], we have

lim
γ→∞

P
[

γαiβi

γαi+γβi+1
< δx′

]

δx′
= λi + ξi. (39)
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Substituting (38) and (39) into (37), and using the dominated convergence theorem [18] we have

lim
γ→∞

PAP
out

δm+1
= λ0

∫ 1

0

(
m∏

i=1

(λi + ξi)

)
(x′)mdx′

=
λ0

∏m
i=1(λi + ξi)

m + 1
. (40)

Therefore, at sufficiently high SNR,PAP
out can be upper bounded by

PAP
out <

λ0

∏m
i=1(λi + ξi)

m + 1
δm+1. (41)

For the lower bound, we use the inequality

m∑
i=1

γ2αiβi

γαi + γβi + 1
< m max

i

γ2αiβi

γαi + γβi + 1
, (42)

therefore

PAP
out > PAP

out

= P

[
α0 + m max

i

γαiβi

γαi + γβi + 1
<

2(m+1)R − 1

γ

]

= P

[
max

i

γαiβi

γαi + γβi + 1
<

2(m+1)R−1
γ

− α0

m

]

=

∫ δ

0

P

[
max

i

γαiβi

γαi + γβi + 1
<

2(m+1)R−1
γ

− x

m

]
λ0e

−λ0xdx

=

(
2(m+1)R − 1

γ

)m+1
λ0

mm

∫ 1

0




m∏
i=1

P
[

γαiβi

γαi+γβi+1
< 2(m+1)R−1

mγ
x′

]

2(m+1)R−1
mγ

x′


 (x′)me−λ0

2(m+1)R−1
γ

(1−x′)dx′

highSNR
≈

λ0

∏m
i=1(λi + ξi)

(m + 1)mm

(
2(m+1)R − 1

γ

)m+1

, (43)

where the high SNR approximation can be easily derived using (38) and (39).

Combining (41) and (43) finishes the proof of Theorem 1. ¥.

B. Optimal Power Allocation on AP-AF

The Lagrangian of optimization problem (15) is

L(Ei, λ) =
m∑

i=1

E2
sa

2
i + Esai

Esai + Eibi + 1
+

1

λ2

(
m∑

i=1

Ei

)
, (44)
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where Lagrange multiplier is set to be1/λ2 to simplify the final result.

Setting the derivative of the Lagrangian w.r.t.Ei to zero we get

−bi(E
2
sa

2
i + Esai)

(Esai + Eibi + 1)2
+

1

λ2
= 0

Ei =

√
E2

sa
2
i + Esai

bi

λ− Esai + 1

bi

. (45)

Since the power allocated to each relay node can only be non-negative, we can use the KKT condi-

tions [15] to verify that optimal power allocation is

Ei =




√
E2

sa
2
i + Esai

bi

λ− Esai + 1

bi




+

, (46)

whereλ is set to satisfy the total power constraint.

C. Proof of Theorem 3

The Lagrangian of optimization problem (22) without individual power constraints can be written as

L(Ei, λ) =
m∑

i=1

log

(
ηs,i

Esνs,i

+
ηi,d

Eiνi,d

)
+

1

λ

(
m∑

i=1

Ei

)
. (47)

Note we take logarithm of the objective function to simplify the derivation. Here we choose the Lagrange

Multiplier as 1/λ also for simplicity.

Setting the derivative of the Lagrangian w.r.t.Ei to zero we get

− ηi,d

E2
i νi,d

ηs,i

Esνs,i
+

ηi,d

Eiνi,d

+
1

λ
= 0 (48)

or,

ciE
2
i + EsEi − λEs = 0, (49)

whereci =
νi,dηs,i

νs,iηi,d
.

Solving (49) we get two solutions. Since
−
√

4ciEsλ+E2
s−Es

2ci
is always negative, it is a invalid solution.

Thus we have

Ei =

√
4ciEsλ + E2

s − Es

2ci

. (50)

For individual power constraints, we can use the KKT conditions to verify that optimal power allocation
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is on the boundary. Therefore, the optimal power is

Ei =

(√
4ciEsλ + E2

s − Es

2ci

)Emax
i

0

. (51)

¥

D. Proof of Theorem 4

Based on the capacity formula (29), the outage probability of S-AF scheme can be written as

P S
out = P

[
1

2
log2

(
1 + γα0 + max

i

γ2αiβi

γαi + γβi + 1

)
< R

]
,

= P

[
α0 + max

i

γαiβi

γαi + γβi + 1
<

22R − 1

γ

]
,

= P

[
α0 + max

i

γαiβi

γαi + γβi + 1
< δ

]
, (52)

whereδ = 22R−1
γ

, which is different from the one in (36).

Using (40), at high SNR,P S
out can be approximated as

P S
out ≈

λ0

∏m
i=1(λi + ξi)

m + 1
δm+1. (53)

Theorem 4 is proved. ¥

E. Proof of Theorem 5

The optimization problem is

ρopt = arg
min

0 ≤ ρ ≤ 1
A0ρ +

AiBiρ(1− ρ)

Aiρ + Bi(1− ρ) + 1
. (54)

First ignore the constraint, take the derivative of the objective function and set it to zero we have

Di(Bi − Ai)ρ
2 − 2Di(Bi + 1)ρ + (A0Bi + AiBi + A0)(Bi + 1) = 0, (55)

whereDi is as defined in the theorem.

The above equation has no real number solution whenDi < 0. In this case the derivative of the objective

function never changes sign, therefore it is a monotone function. Due to the fact that

γr(ρ = 1) = A0 > 0 = γr(ρ = 0),
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it must be a monotonically increasing function. Thereforeρopt = 1.

If Di > 0, the equation has two real solutions. It is easy to show that one solution is always outside

the possible regime(0, 1). Ignoring this solution, we get

ρopt =
Bi + 1

Bi − Ai

− Ci

Di(Bi − Ai)
(56)

If ρopt is outside(0, 1), Karush-Kuhn-Tucker condition guarantees that the optimal solution lies on the

boundary. In this caseρopt = 1.

Theorem 5 is proved. ¥
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Fig. 4. Outage probability: S-AF vs. AP-AF, M=3
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