Abstract

This paper provides a breezy tour of radar space-time adaptive processing (STAP) from its inception to state-of-the-art developments. The topic is treated from both intuitive and theoretical aspects. A key requirement of STAP is knowledge of the spectral characteristics underlying the interference scenario of interest. However, these are seldom known in practice and must be estimated using training data. The collection of training data in a given scenario is limited by the scale of change of the interference phenomenon with respect to space and time as well as by system considerations such as bandwidth. Increasingly complex interference scenarios give rise to stressful conditions of training support and the choice of training data becomes a crucial component of the adaptive process. Additional issues of importance in STAP include the computational cost of the adaptive algorithm as well as the ability to maintain a constant false alarm rate (CFAR) over widely varying interference statistics. This paper addresses these topics, developing the need for a knowledge-based perspective.

1 Introduction

Signal detection using adaptive processing in spatial and temporal domains offers significant benefits in a variety of applications including radar, sonar, satellite communications, and
seismic systems. The focus here is on signal processing for radar systems using multiple antenna elements that coherently process multiple pulses. An adaptive array of spatially distributed sensors, which processes multiple temporal snapshots, overcomes the directivity and resolution limitations of a single sensor. Specifically, using space-time adaptive processing (STAP), i.e., joint adaptive processing in the spatial and temporal domains, creates an ability to suppress interfering signals while simultaneously preserving the gain on the desired signal. Using training to estimate interference statistics, this suppression is possible despite lack of a priori knowledge of the interference scenario. Training, therefore, plays a pivotal role in adaptive systems. This paper focuses on several aspects of this crucial phase from a knowledge-based perspective.

Consider the operation of an airborne phased array radar with \( J \) elements. The radar transmits a pulse in a chosen direction. The goal is to look for a target in this direction (the look angle). This transmitted pulse reflects off (possibly) a target (the desired signal) and the ground (or other clutter interfering sources). On receive, the radar samples this reflected wave at a high rate, with each of the \( R \) samples corresponding directly to reflections from a specific range. The sampled signal may also include other interfering effects of electronic countermeasures (ECM), such as jamming. This process is repeated for \( N \) pulses transmitted at a rate of the pulse repetition frequency (PRF). The entire received data can therefore be organized in a \( J \times N \times R \) datacube.

The problem at hand is to detect and locate targets, if they exist, within this datacube. This location is in terms of range (at a primary range cell) and Doppler (velocity) with the angle set to the look angle. In practice, the interference statistics and the target complex amplitude are unknown; thus the detection problem is equivalent to the problem of statistical hypothesis testing in the presence of unknown nuisance parameters. From another point of view, the Doppler-wavenumber or angle-Doppler spectrum per range cell provides a unique representation of a signal in a three dimensional plane. Hence, the space-time adaptive processing (STAP) problem may also be viewed as spectrum estimation where the two-dimensional adaptive spectral transform of spatio-temporal data affords separation of the desired target from interference. Indeed, in spatially and temporally white noise, the two dimensional (2D) Fourier transform is optimal.

In the context of STAP, for each range cell, the interference spectral characteristics correspond to the spatio-temporal covariance matrix of the \( JN \times 1 \) complex data vector under
the target-free condition. The presence of these unknown parameters precludes use of a uniformly most powerful test for hypothesis testing [1]. This is because joint maximization of a likelihood ratio over the domain of unknown parameters becomes mathematically intractable and computationally expensive. Hence, ad hoc approaches have been proposed to overcome this problem. Present day computing power permits the use of well-known tools from statistical detection and estimation theory in the radar problem.

The optimal STAP algorithm assigns a complex weight to each degree-of-freedom (DOF) one range cell at a time. These weights are generally found in minimum mean square sense (MMSE) assuming Gaussian interference, requiring pre-whitening (inversion of the interference covariance matrix) followed by a matched filter. The theoretically optimal in MMSE sense, and most straightforward, algorithm uses all $JN$ DOF within each range cell, estimating the unknown $JN \times JN$ interference covariance matrix using training data. Clearly, the statistics of this data must match that of the interference, i.e., the training data must be target free and homogeneous. Unfortunately, obtaining an accurate estimate requires a large number of homogeneous training samples which are, generally, not available in practice. This is mainly because the training arises from data in the secondary range cells, range cells other than the primary range cell. Furthermore, even if they were available, the associated computation load makes the optimal approach impractical. This problem is worsened because the STAP process must be repeated for each Doppler and range bin of interest.

There are, therefore, two fundamental issues that limit the application of STAP algorithms in practice: the need for adequate homogeneous training data and the computation load of the algorithm. This paper addresses these issues in some detail, drawing from the authors’ extensive research in these areas. In the area of algorithms the discussion covers both the authors’ proposals, but also important fundamental contributions beyond. We also discuss the important role of non-homogeneity detection, covering the basics of ranking and selection theory, the theory of SIRPs and the use of a non-homogeneity detector tied to the STAP algorithm used for target detection. There is, unfortunately, no one “best” algorithm or approach. The paper attempts to analyze by placing these algorithms using a knowledge based perspective. We conclude with a preliminary algorithm wherein these issues are tied together in a combined approach that addresses all the critical issues mentioned above.

Section 2 discusses the STAP problem in some detail covering early work on radar adap-
tive signal processing and developing a data model for the algorithms that follow. Section 3 discusses the issue of computation load while Section 4 discusses the issue of secondary data support. Section 5 then places the algorithms presented from a knowledge based perspective. Section 6 concludes the paper.

2 Problem Statement

A radar is a sensor, in our case an antenna array on an airborne platform, which transmits and receives electromagnetic radiation. The transmitted electromagnetic signal impinges on various objects such as buildings, land, water, vegetation, and one or more targets of interest. The illuminated objects reflect the incident wave, which is received and processed by the radar receiver. The reflected signal includes desired signals (targets) but also undesired returns from extraneous objects, designated as clutter. Additionally, there could be one or more jammers, high-powered noise-like signals transmitted as ECM, masking the desired target signals. Finally, the received returns include the ubiquitous background white noise caused by the radar receiver circuitry as well as by man made sources and machinery. Typically, if it exists, the power of the desired signal returns is a very small fraction of the overall interference power (due to clutter, jamming and noise). The problem at hand is to detect the target, if it exists, from the background of clutter and jammer returns. The key to solving this problem is the availability of suitable statistical/deterministic models for targets, clutter and jammers [2]. This model accounts for the angular position of the target in relation to the receiving array. If moving, the target signature includes the effect of the resulting Doppler frequency.

More precisely, the radar receiver front end consists of an array of \( J \) antenna elements, which receives signals from targets, clutter and jammers. These radiations induce a voltage at each element of the antenna array, which constitutes the measured array data at a given time instant. Snapshots of the measured data collected at \( N \) successive time epochs give rise to the spatio-temporal nature of the received radar data. The spatio-temporal product \( JN = M \) is defined to be the system dimensionality. Figure 1 uses the angle-Doppler space to illustrate the need for space-time (joint domain) processing. A target at a specific angle and travelling at a specific velocity (corresponding to a Doppler frequency) occupies a single point in this space. A jammer originates from a particular angle, but is temporally white
Figure 1: The target and interference scenario in an airborne radar.

(noise like). The clutter, due to the motion of the platform occupies a ridge in this 2D-space [2] - a clutter patch in front of the moving aircraft has the highest Doppler frequency while one at broadside has zero Doppler (no relative velocity). The clutter spectrum reflects the two-way beampattern of the transmitted signal.

The figure also illustrates the effect of strictly temporal (Doppler) or spatial processing (in angle). The former is equivalent to a projection of the two-dimensional target plus interference spectrum onto the Doppler plane - however, the target signal is masked by the temporally white jamming. The latter is equivalent to a projection of the said spectrum onto an angular plane, but since the clutter power is strongest at the look angle, the target cannot be distinguished from clutter. However, joint domain processing identifies clear regions in the two-dimensional plane which affords recovery of the target from the interference background.

The detection problem can be formally cast in the framework of a statistical hypothesis test of the form:

\[
H_0 : \ x = d = c + j + n \tag{1}
\]
\[
H_1 : \ x = \alpha \mathbf{e}(\theta_t, f_t) + d = \alpha \mathbf{e}(\theta_t, f_t) + c + j + n \tag{2}
\]

where \( x \in C^{JN \times 1} \) denotes the received data under either hypothesis, \( d \) represents the overall interference being the sum of \( c \), the clutter vector, \( j \), the jammer vector and \( n \) the background
white noise. Finally, $e$ is a known spatio-temporal steering vector that models the target return for a specific angle-Doppler and $\alpha$ is the unknown target complex amplitude. For the popular case of a linear array of equispaced elements,

$$e = e_t \otimes e_s$$  \hspace{1cm} (3)

$$e_t = \begin{bmatrix} 1 & z_t & z_t^2 & \ldots & z_t^{(N-1)} \end{bmatrix}^T,$$  \hspace{1cm} (4)

$$e_s = \begin{bmatrix} 1 & z_s & z_s^2 & \ldots & z_s^{(J-1)} \end{bmatrix}^T,$$  \hspace{1cm} (5)

$$z_s = e^{j2\pi f_s} = e^{j2\pi \frac{\phi_s}{\lambda} \sin \phi_t}, \quad z_t = e^{j2\pi f_t/f_R},$$  \hspace{1cm} (6)

where $\phi_t$ and $f_t$ represent the look angle, measured from broadside, and Doppler frequency respectively, $\otimes$ represents the Kronecker product of two vectors, $f_R$ the pulse repetition frequency (PRF), and $\lambda$ the wavelength of operation. The vectors $e_t$ and $e_s$ represent the temporal and spatial steering vectors respectively. Note that from one pulse to the next and from one element to the next the steering vectors represent a constant phase shift.

Adaptive algorithms generally determine a weight vector $w$ to obtain a test statistic, $\Lambda$, i.e.,

$$\Lambda = \left| w^H \mathbf{x} \right|^2 \overset{H}{\gtrless} \frac{H}{\nu_0} \lambda,$$  \hspace{1cm} (7)

where the superscript $^H$ represents the Hermitian of a vector/matrix and $\lambda$ represents a threshold above which a target is declared present. This threshold determines the probability of false alarm, the rate at which a target is detected "by mistake". For Gaussian interference statistics, the optimum processing method, corresponding to the case of a known interference covariance matrix $R_d$, is the whiten-and-match filter for detecting a rank-1 signal given by

$$w = \frac{R_d^{-1} e}{\sqrt{e^H R_d^{-1} e}} \Rightarrow \Lambda_{MF} = \left| e^H R_d^{-1} x \right|^2 \overset{H}{\gtrless} \frac{H}{\nu_0} \lambda_{MF},$$  \hspace{1cm} (8)

which represents the matched filtering of the whitened data $\bar{x} = R_d^{-1/2} x$ and whitened steering vector $\bar{e} = R_d^{-1/2} e$. It can be readily shown that $\Lambda_{MF}$ is simply the output signal-to-interference-plus-noise ratio (SINR) of the minimum variance distortionless response (MVDR) beamformer, the maximum likelihood estimate of the target complex amplitude. The relationship between $\Lambda_{MF}$ and the MVDR beamformer output SNR thus provides a unified perspective of detection and estimation in the context of STAP.
In practice, the covariance matrix $R_d$ is unknown and must be estimated. Early work on antenna arrays by Widrow (least squares method) [4] and Applebaum (maximum signal-to-noise-ratio criterion) [5] suggest use of feedback loops to ensure convergence of iterative methods for calculating the weight vector. However, these methods were slow to converge to the steady-state solution. Fundamental work by Reed, Mallet and Brennan (RMB beamformer) [6] showed that the sample matrix inverse (SMI) method offered considerably better convergence. In the SMI approach, the basis for most modern STAP algorithms, the interference covariance matrix is estimated using $K$ data ranges for training,

$$\hat{R}_d = \frac{1}{K} \sum_{k=1}^{K} x_k x_k^H = \frac{1}{K} XX^H,$$

where $X = [x_1, x_2, \ldots, x_K]$ and the adaptive weights are obtained as $w = \hat{R}_d^{-1}e$. A drawback of the RMB approach is the lack of a constant false alarm rate (CFAR), i.e., the false alarm rate varies with the interference level, an important consideration in practical systems. Variants of the RMB beamformer to obtain CFAR, such as the Kelly GLRT [7], the adaptive matched filter [3] and the adaptive coherence estimator (ACE) [8], were the focus of a number of efforts in the 1980s and early 1990s. Interestingly, the MVDR beamformer with the true covariance matrix, $R_d$ replaced with the estimated covariance matrix $\hat{R}_d$ has CFAR. There are, however, three fundamental problems with this approach when applied in the real world: the associated computation load, the need for an adequate number of training samples and finally, most importantly, the heterogeneity of the available data.

The SMI algorithm requires the solution of a size $JN \times JN$ matrix in real time, an $O(J^3N^3)$ operation. The fact that the algorithm must be rerun for each range and Doppler bin of interest exacerbates the problem. Furthermore, to obtain performance within 3dB of optimum, one requires approximately $K \geq 2JN$ training samples to estimate the $JN \times JN$ matrix $R_d$. Such a large number of samples are generally not available.

Finally and most importantly, the training data must be homogeneous, i.e., statistically representative of the interference within the range cell of interest. This is generally impossible to obtain in practice due to limitations imposed by the spatio-temporal non-stationarity of the interference as well as by system considerations such as bandwidth and fast scanning arrays. For example with $J = 11$ and $N = 32$, the parameters for the KASSPER dataset [9], the training data support for 3 dB performance is 704. Assuming an instantaneous RF bandwidth of 500 KHz, this calls for the wide-sense stationarity (homogeneity) over a 400
km range! The scarcity of training data is exacerbated by system errors such as aircraft crabbing and internal clutter motion [2] and environmental considerations such as strong clutter discrete [10], range varying interference spectra and power levels [11], and outlier contamination of training data by target-like signals [12] occurring in dense target scenarios caused by flight formations.

These three issues are interlinked - the computation load is a function of the DOF in the adaptive process and the number of training samples are approximately twice the DOF, i.e., reducing the computation load also reduces the required training. Clearly, reducing the required training also addresses the heterogeneity problem, making it easier to acquire an adequate number of training samples.

As is clear from the above discussion, adequately and effectively training the adaptive filter is essential. The central theme of the following discussion is the use of pre-existing and the development of real-time knowledge bases to help in the training process. This knowledge base comprises many aspects - using a priori knowledge in choosing the secondary data, using real time processing to identify homogeneous data samples and choosing the most effective algorithm based on the available information. The use of knowledge based processing has resulted in the development of the Knowledge Aided Sensor Signal Processing Expert Reasoning (KASSPER) program [9]. Using simulated and measured data the preliminary results, now appearing in the literature show both the importance of and improvements from using knowledge aided processing [12–14].

3 Low Computation Load Algorithms

Succinctly stated the fully optimal STAP algorithm consists of the following steps:

1. Starting with a datacube, identify the cell under test (corresponding to the length-JN data vector $\mathbf{x}$) and form the target steering vector $\mathbf{e}$ for every Doppler bin of interest.

2. Select $K$ representative training data from both sides of the cell under test, avoiding guard cells to account for target leakage and competing targets.

3. Form $\mathbf{R}_d$ the estimated interference covariance matrix using the training data.
4. Calculate a weight vector \( w \propto \hat{R}_d^{-1}e \) and apply the weight vector to test cell data to obtain a test statistic, \( \Lambda \propto w^H x \).

5. Compare the test statistic to a threshold (corresponding to a specified false alarm rate) and declare target presence when test statistic exceeds the threshold.

To overcome the problems associated with this fully optimal algorithm, researchers have developed alternate, sub-optimal, approaches that reduce the DOF with attendant reductions in required sample support and computation cost. Important works in this area include the Joint Domain Localized (JDL) processing algorithm [15], the Parametric Adaptive Matched Filter (PAMF) [16] (and references therein), the Multi-Stage Wiener Filter (MSWF) [17] and factored STAP methods [2]. Another important approach, not dependent on any statistical training is the Direct Data Domain (D³) approach [18]. This algorithm was then extended to include statistical processing in [19]. Several studies show that there is no “best” algorithm, but that an effective implementation would require use the most effective from of a library of algorithms. Other than the PAMF, D³, and MSWF (depending on the type of implementation) algorithms, all STAP methods require explicit formation and inversion of the interference covariance matrix, i.e., the issue of homogeneous training data remains.

This section develops in some detail the most popular low computation load algorithms. These algorithms are the most popular for a specific reason - they all address the issue of computation load in innovative, though completely different, ways. A common framework for reduced DOF process is that they all rely on a transformation of the steering vector and received data into a subspace of dimension \( r < JN \). In the following \( T \) denotes a general transformation matrix and \( \tilde{e} = Te \), \( \tilde{x} = Tx \) and \( \tilde{X} = TX \) denote the transformed steering vector, test cell data, and training data, respectively. The transformation matrix \( T \) can either be data dependent or data independent. The JDL algorithm is an example of a data independent transformation, while the PAMF, MSWF, and LRNAMF [12] are instances of a data dependent transformations.

### 3.1 Joint Domain Localized Processing

The JDL algorithm as developed by Wang and Cai [15] maps the received data to the angle-Doppler domain. The transformation to angle-Doppler localizes the target and interference
to a few angle and Doppler bins, significantly reducing the required DOF, with corresponding reductions in required sample support and computation load. The authors assume the receiving antenna to be an equi-spaced linear array of ideal, isotropic, point sensors. Based on this assumption, space-time data is transformed to the angle-Doppler domain using a two dimensional Discrete Fourier Transform (DFT). This approach is only valid in the ideal case under certain restrictions. The presentation here is for the generalized JDL algorithm valid for real world antenna arrays as well [20].

The JDL algorithm begins with a transformation to the angle-Doppler space, i.e., the angle-Doppler response of the data is obtained at the few angle and Doppler bins within the LPR. Mathematically, the angle-Doppler response of the data vector $\mathbf{x}$ at angle $\phi$ and Doppler $f_d$ is given by

$$\tilde{x}(\phi, f_d) = e^{H(\phi, f_d)}x,$$  \hspace{1cm} (10)

where the tilde above the scalar $x$ denotes the transform domain. Repeating this process for $\eta_a$ angles and $\eta_d$ Doppler bins (corresponding to $\eta_a\eta_d$ space-time steering vectors) generates a length-$\eta_a\eta_d$ vector $\tilde{x}$ of angle-Doppler domain data. These $\eta_a$ angles and $\eta_d$ Doppler frequencies are said to comprise the Localized Processing Region (LPR). Note that this scheme may be used in conjunction with real world arrays where the space-time steering vector would include a measured spatial steering vector. The scheme reverts to the 2D DFT in case of an idealized linear array of isotropic point sensors. The transformation matrix $T$ is given by:

$$T = [e_1, e_2, \ldots, e_{\eta_a\eta_d}], \quad \tilde{x} = T^Hx$$  \hspace{1cm} (11)

where $e_i, i = 1, \ldots, \eta_a\eta_d$ are the steering vectors corresponding to the angles and Dopplers in the LPR. In practice, the angle and Doppler points are chosen to be close to and symmetric around the look angle and Doppler. Note that the transformation matrix is independent of the data. As is usual with a Fourier transform, one could also use a taper, such as a Hamming or Kaiser window, to lower the transformation sidelobes. In the angle-Doppler domain the adaptive weights are given by

$$\tilde{w} = \tilde{R}_d^{-1}\tilde{e},$$  \hspace{1cm} (12)

$$\tilde{R}_d = \frac{1}{K} \sum_{k=1}^{K} \tilde{x}_k\tilde{x}_k^H,$$  \hspace{1cm} (13)
i.e., the JDL algorithm is basically the original SMI algorithm, but using data in the angle-Doppler space.

The steps in implementing the JDL adaptive processor are:

1. Choose the size of the LPR, i.e., $\eta_a$ and $\eta_d$ and the number of training data vectors that will be used to estimate the covariance matrix.

2. Set the angle bin to be the look direction. Choose a set of $\eta_a$ angles centered around (and including) the look angle.

3. For each Doppler bin of interest, choose a set of $\eta_d$ Doppler bins centered around (and including) the look Doppler. Use the set of angles and Doppler bins to form the transformation matrix $T$ using Eqn. (11).

4. Transform the entire datacube to angle-Doppler space and find the transformed steering vector $\hat{e}$.

5. For each range of interest, estimate an angle-Doppler covariance matrix using Eqn. (13) and obtain the angle-Doppler weights using Eqn. (12) to obtain a decision statistic.

Comparing the decision statistic to the chosen threshold, as in Eqn. (8) completes the detection process. The key here is that $K$, the number of required homogeneous samples is reduced to about $2\eta_a\eta_d - 4\eta_a\eta_d$ (as opposed to $2JN$) and the computation load to $O(\eta_a^2\eta_d^2)$. Common values of $\eta_a$ and $\eta_d$, usually odd, are on order of 3, 5, 7, resulting in enormous savings in computation load and required sample support.

3.2 Parametric Adaptive Matched Filter

The PAMF method is a case of reduced dimension processing which relies on a decomposition of the $JN \times JN$ interference covariance matrix $R_d$ of the form $R_d = LDL^H$, where $L$ is a lower block-triangular matrix with $J \times J$ identity matrices along the main block diagonal, and $D$ is a block diagonal matrix with Hermitian matrices $D_i \in C^{J \times J}$, $i = 1, 2, \ldots, N$ [16].
Consequently, $L^{-1}$ admits a representation of the form

$$L^{-1} = \begin{bmatrix}
I_J & O & O & \ldots & O \\
A_i^H(1) & I_J & O & \ldots & O \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
A_{N-1}^H(N-1) & A_{N-1}^H(N-2) & \ldots & A_{N-1}^H(1) & I_J
\end{bmatrix}$$

(14)

where $A_i(k), k = 1, 2, \ldots N$ denote the coefficients of the $i^{th}$ order multichannel forward linear predictor or multichannel (matrix) autoregressive (AR) linear predictor and $D_i$ is the covariance matrix of the residual from the $i^{th}$ order multichannel linear predictor. Thus the transformation matrix $T$ takes on the form $TP_{PAMF} = D^{-\frac{1}{2}}L^{-1}$ for the multichannel parametric method. The block form of the transformation is computationally expensive to implement due to the fact that it requires the calculation of all the matrix prediction coefficients of orders 1 to $N$. Consequently, a sequential method for implementing $TP_{PAMF}$ is developed in [16]. Furthermore, it has been found for a variety of simulated and measured radar data sets that a low order ($p = 3$ or 4) multichannel linear predictor provides a good approximation to $R_d$ [16]. When $R_d$ is unknown, the adaptive algorithm directly estimates the coefficients of a $p^{th}$ order multichannel linear predictor and the associated block diagonal covariance matrix using training data from the data matrix $X$. The PAMF test is given by

$$\Lambda_{PAMF} = \frac{|\tilde{e}^H\tilde{x}|^2}{\hat{e}^H\hat{e}} > \lambda_{PAMF},$$

(15)

where $\tilde{e}$ and $\tilde{x}$ are the steering vector and observed data vector transformed by $TP_{PAMF}$. The low model order $p << JN$ enables significant reduction in the training data support requirements. Thus, explicit formation and inversion of the interference covariance matrix is avoided. Instead the coefficients of multichannel linear prediction and the associated residual error covariance matrices, succinctly embed the information contained in $R_d$. For example, with both simulated and measured data sets, it was shown in [16] that the sample support for $JN = 128, p = 3$ and $K = 8$, the PAMF exhibited performance to within 0.5 dB of the optimal matched filter. The key to obtaining enhanced PAMF performance is the use of efficient parameter estimation algorithms for calculating the multichannel coefficients of linear prediction and the block diagonal error covariance matrix. A number of approaches for this purpose have been discussed in [21]. However, the method best suited for the STAP problem is the covariance method of linear prediction also known as the method of least squares. The computational cost underlying the algorithm is $O((JN)^2p)$ which provides
an order of magnitude reduction in the computational cost for $p << JN$. However, when the training data is subject to outlier contamination, the PAMF performance is severely degraded. Mitigating strategies for this problem have been discussed in [22] with other PAMF extensions and variants presented in the references therein. Unfortunately, the detection and false alarm probability for the PAMF test and its variants cannot be calculated using closed form analytical expression. Consequently, these issues are studied using Monte Carlo simulations in [16, 22] and references therein.

3.3 Multi-Stage Weiner Filter

The MWF is another reduced rank processing method, which relies upon a serial decomposition of the MVDR beamformer weight vector in the form of a generalized sidelobe canceller (GSC) [17, 23]. The GSC form processor relies upon a projection of $x$ onto the signal subspace, $d = e^Hx$, and a projection onto an orthogonal complement subspace, $b = Bx$, where $B$ is a blocking matrix with orthonormal columns that are orthogonal to $e$. The GSC weight vector is given by $w_{GSC} = [1 \ v]^T$, where $v = -R_b^{-1}r_{bd}$ is a $1 \times M - 1$ row vector, with $R_b = BR_dB^H$ and $r_{bd} = BR_de$. The error variance at the MVDR beamformer output can then be expressed as $\frac{1}{e^H R_d^{-1}e} = e^HR_de - r_{bd}^H R_b^{-1}r_{bd}$. This form of the error admits a sequential representation in terms of a Rayleigh quotient and an inverse Rayleigh quotient. More precisely, let $\delta_i = \frac{v_i^H R_i v_i}{v_i^H v_i}$ and $\xi_i = \frac{v_i^H v_i}{v_i^H R_i^{-1} v_i}$, where $v_0 = e$, $R_0 = R_d$, $v_1 = R_b^{-1} r_{bd}$. Then, we have a recurrence relationship between the error residuals at the output of successive stages of the MWF. Specifically, for $i = 0, 1, \ldots, M - 1$,

$$\xi_i = \|v_i\|^2 \delta_i - \frac{\|v_{i+1}\|^2}{\xi_{i+1}}$$

(16)

where $\|\cdot\|$ denotes the norm of a vector. This form of implementation provides a continued fraction expansion of the MVDR beamformer output variance, which results in a tri-diagonal covariance structure for the transformed data [17, 23]. Such a form lends itself to an iterative calculation of the MVDR beamformer weight vector via the conjugate gradient method [24]. In sample support deficient scenarios, this method has been found to converge to the principal components inverse method [25]. Key features of this method are the absence of the formation and inversion of the full dimension covariance matrix. Additionally, the MWF implementation in [17, 23] is computationally expensive due to the need to calculate
a sequence of matrix products to recombine the error residuals from the transformed data. However, this is greatly alleviated by the conjugate gradient method which only requires a one-way computation [24]. Performance comparisons of the MWF with competing techniques can be found in [17, 23, 24] and references therein.

4 Issues of Data Support

As discussed in this paper, an extremely important issue in space-time adaptive processing (STAP) is the formation and inversion of the covariance matrix underlying the disturbance. In practice, the unknown interference covariance matrix is estimated from a set of independent identically distributed (iid) target-free training data which is assumed to be representative of the interference statistics in a cell under test. Frequently, the training data is subject to contamination by discrete scatterers or interfering targets. In either event, the training data becomes non-homogeneous. As a result, it is not representative of the interference in the test cell. Hence, standard estimates of the covariance matrix from non-homogeneous training data result in severely under-nulled clutter. Consequently, CFAR and detection performance suffer. Significant performance improvement can be achieved by employing pre-processing to select representative training data.

In general, non-homogeneity of training data is caused by environmental factors, such as the presence of strong discrete scatterers, dense target environments, non-stationary reflectivity properties of the scanned area, and radar system configurations such as conformal arrays, and bistatic geometries. A variety of robust adaptive signal processing methods to combat specific types of non-homogeneities have been developed in [12, 26–29]. In this effort, we confine ourselves to the problem of selecting representative training data, when the training data is contaminated by outliers resembling a target of interest (specifically, outliers sharing the same steering vector as a target of interest).

4.1 Non-homogeneity Detection

The problem of outlier contamination of STAP training data assumes increased significance in dense target scenarios, where outliers resembling a target of interest contaminate the training data. This results in an incorrect threshold setting due to an erroneous estimate of
the interference covariance matrix. Furthermore, the presence of outliers in the training data causes target cancellation resulting in degraded output signal to interference ratio and perforce degraded detection performance. A common signal processing method in this context is to excise outliers from the training data and use the resulting outlier free training data for covariance matrix estimation. Several algorithms for outlier removal have been proposed in recent times [10–13, 22] in a variety of dense target environments. For the purpose of this section, and in practice, the columns of the data matrix $\mathbf{X}$ are no longer independent, identically distributed and free from outlier contamination. The problem therefore is to classify the columns of $\mathbf{X}$ into groups sharing the same covariance matrix and thereby detect the presence of outliers, which have a deleterious impact on STAP performance, when used in covariance estimation. When outliers are in the form of strong clutter discretes, the generalized inner product (GIP) method [10] and references therein gives a method for outlier removal as summarized below:

1. First an initial estimate of the covariance matrix using an extended training data set is formed as $\hat{\mathbf{R}} = \mathbf{X}\mathbf{X}^H/L$ where $\mathbf{X}$ is a data matrix with $L$ columns, where $L \gg 2JN$. For example, $L$ may be equal to all available ranges $R$.

2. Each column of $\tilde{\mathbf{X}}$ is used in a sliding window process to form a statistic $p_i = \mathbf{x}_i^H\hat{\mathbf{R}}^{-1}\mathbf{x}_i$ for the available range of $i$. Note that $\hat{\mathbf{R}}$ for each $\mathbf{x}_i$ is formed by excluding that column and a one column on either side of $\mathbf{x}_i$ (to allow for guard cells).

3. If the columns $\tilde{\mathbf{X}}$ shared the same covariance matrix, empirical realizations of $p_i$ will conform to an F-distribution [10], whose theoretical mean $\mu$ is readily calculated.

4. The absolute value $|p_i - \mu|$ are calculated and sorted in increasing order and $K \sim 2(\text{DOF})$ columns of $\tilde{\mathbf{X}}$ corresponding to $p_i$ showing the least deviation from $\mu$ are retained for covariance matrix estimation. The remaining columns are discarded.

Approximately 3-5 dB of performance improvement in the AMF performance in heterogeneous clutter scenarios was demonstrated in [10] using simulated and measured data. However, such an approach relies on full dimension STAP processing and therefore are not suited for conditions of limited sample support. Therefore an alternate reduced dimension extension of this procedure known as the innovations power sort was developed in [22], wherein a multichannel linear predictor approximation to $\hat{\mathbf{R}}$ is employed along the lines of
the multichannel AR model described in the PAMF. This form of the estimator has been found to be extremely valuable in conditions of small sample support. The procedure for outlier removal therein is very similar to the GIP approach described above. Significant performance improvement over competing methods was demonstrated using measured radar data in [22]. When outliers resembling a target of interest contaminate the training data, it becomes imperative to use the steering vector in calculating the test statistic for use in outlier identification and removal. Motivated by this and the need to operate in conditions of limited sample support, the authors in [12] develop an eigen-based method, which relies upon the simple principle that the output of a matched filter peaks when data containing a desired target is passed through the filter. This fundamental idea is used in a reiterative manner in [12] to identify the outliers in training data. An extension of this method is pursued in [13] from a knowledge based perspective to significantly reduce the sample support for covariance estimation, while obtaining near clairvoyant STAP detection performance. Other approaches include the use of the adaptive process as a NHD [30].

Theoretical approaches to the problem of non-homogeneity include use of spherically invariant random processes (SIRP). In other instances, there could be range varying clutter power properties due environmental and system considerations. In this instance, the clutter statistics depart from the Gaussian behavior, which leads to unacceptably large false alarm rates. This calls into question a suitable model for these impulsive (heavy-tailed) clutter scenarios. There is no unique model for representing the joint probability density function (PDF) of a set of $M$ correlated non-Gaussian random variables. However, a popular model for non-Gaussian radar clutter is the SIRP [11] (and references therein). Every SIRP is equivalent to the product of a complex Gaussian process and a non-negative random variable, whose PDF is defined to be the first order characteristic PDF of the SIRP. Consequently, every SIRP is uniquely determined by the specification of a mean vector, a covariance matrix and a characteristic first order PDF. As a result, the sample covariance matrix is no longer the maximum likelihood estimate for the SIRP covariance matrix. Furthermore, the covariance matrix estimate cannot be calculated in closed form. Instead the ML estimate is a weighted sample covariance matrix, which is calculated iteratively using the expectation maximization (EM) algorithm [11]. Key issues in this context include the convergence properties of the algorithm and the associated numerics, which are discussed in some detail in [11] and references therein. Having obtained the ML estimate of the covari-
ance matrix (which is usually within a multiplicative constant of the covariance matrix of the Gaussian component of the SIRP) a scale invariant test statistic is called for. It is shown in [11] that the ACE test statistic is suitable for this purpose. Using the statistics of the ACE test, a formal goodness-of-fit test is developed in [11] to detect and remove outliers. A substantial amount of mathematical detail pertaining to the approach is omitted here for ease of exposition. However the interested reader is pointed to [11] and references therein for a more well rounded treatment of the problem. Performance of the approach is presented in [11] using simulated and measured data. The method outperforms all competing candidate algorithms. The extension of this method for sample support starved scenarios is the focus on ongoing research.

4.2 Direct Data Domain Methods

Purely statistical algorithms, such as JDL and MSWF, cannot suppress a discrete interference source within the primary range cell. For example, a large target within the test range cell but at a different angle and/or Doppler appears as a false alarm, through the sidelobes of the adapted beam pattern, at the look angle-Doppler domain. The secondary data cells do not carry information about the discrete non-homogeneity and hence a statistical algorithm cannot suppress discrete (uncorrelated) interference within the range cell under test. This issue of adaptive processing within non-homogeneous cells has led to the investigation of a new class of algorithms - non-statistical, or direct data domain (D$^3$), algorithms [18, 19]. D$^3$ algorithms use data from the primary range cell only, and so bypass the problem of the required homogeneous secondary data support.

The basis of D$^3$ processing is that, as shown in Eqn. (6), given the look angle and Doppler, the steering vector determines the phase shift of the target signal from one antenna element/transmitted pulse to the next. The look angle and Doppler determine $z_s$, the phase shift of the target signal from one antenna element to the next and $z_t$, the phase shift from one pulse to the next. If $x_j(n)$ represents the total signal at the $j$th element and $n$th pulse, terms such as $x_j(n) - z_s^{-1}x_{j+1}(n)$ and $x_j(n) - z_t^{-1}x_j(n+1)$ should therefore contain only interference and noise terms. The D$^3$ approach minimizes the power in these terms while maximizing processing gain in the look direction constant. For example, to determine a set
of spatial weights, define the $N \times (J - 1)$ interference and noise matrix $A$

$$A = \begin{bmatrix}
    x_0(0) - z_s^{-1}x_1(0) & \cdots & x_{(J-2)}(0) - z_s^{-1}x_{(J-1)}(0) \\
    x_0(1) - z_s^{-1}x_1(1) & \cdots & x_{(J-2)}(1) - z_s^{-1}x_{(J-1)}(1) \\
    \vdots & \vdots & \vdots \\
    x_0(N-1) - z_s^{-1}x_1(N-1) & \cdots & x_{(J-2)}(N-1) - z_s^{-1}x_{(J-1)}(N-1)
\end{bmatrix}, \quad (17)$$

and the optimal weights, $w_s$ are the solution to the following optimization problem

$$w_s^{opt} = \arg \max_{w_s, \rho=1} \left[ |w_s^H e_{s,0:J-2}(\theta)|^2 - \kappa_s w_s^H A^T A^* w_s \right], \quad (18)$$

where the superscripts $^T$ and $^*$ represent the transpose and conjugation operators. This formulation is chosen to remain consistent with the notion that the conjugates of the weights multiply the data. The vector $e_{s,0:J-2}(\theta)$ represents the first $J - 1$ entries of the length-$J$ spatial steering vector. The use of only $J - 1$ weights represents the DOF lost due to the subtraction operation in $x_j(n) - z_s^{-1}x_{j+1}(n)$.

The first term in Eqn. (18) represents the gain of the weight vector in the direction of the look angle while the second term represents the residual interference power after the data is filtered by the same weights. Hence, the optimal $D^3$ weights maximize the difference between the gain of the antenna at the look Doppler and the residual interference power. The term $\kappa_s$ is chosen as a tradeoff between gain and interference cancellation. Using the method of Lagrange multipliers, it can be shown that the desired weight vector is the eigenvector corresponding to the maximum eigenvalue of the $(J-1) \times (J-1)$ matrix $a_{0:J-2}a_{0:J-2}^H - A^T A^*$. A temporal weight vector, $w_t$ can be found analogously and overall weight vector is:

$$w = \begin{bmatrix} w_t \\ 0 \end{bmatrix} \otimes \begin{bmatrix} w_s \\ 0 \end{bmatrix}, \quad (19)$$

where $\otimes$ represents the Kronecker product and the zeros appended represent the loss of one DOF in space and time.

The steps in implementing the $D^3$ processor are:

1. Choose the emphasis parameter $\kappa$ and form matrix $A$ using Eqn. (17) and data from within the range cell of interest only.

2. Find the eigenvector corresponding to its largest eigenvalue of $a_{0:J-2}a_{0:J-2}^H - A^T A^*$. This is $w_s$.  
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3. Repeat steps 1 and 2 to obtain a temporal weight vector and then the overall weights \( w \) using Eqn. (19).

Note that the adaptive weight vector in Eqn. (18) is obtained using data from the primary range cell only, without estimation of a covariance matrix. This property gives direct data domain processing its greatest advantage and its greatest disadvantage. The lack of an estimation of correlation allows use of \( D^3 \) processing in severely non-homogeneous situations. In theory, it could be used by itself, however, the non-homogeneous range cells have two components of interference - the discrete and the homogeneous components. By their very nature, \( D^3 \) algorithms are effective against discrete interference, but, they are not as effective against the homogeneous component of the interference. This is because they ignore all statistical information.

4.2.1 Hybrid Approach

We present here a hybrid technique, a two-stage process based on the \( D^3 \) and JDL algorithms, that combines the benefits of \( D^3 \) and statistical processing. Consider the framework of any STAP algorithm. The algorithm processes received data to obtain a complex weight vector for each range bin and each look angle/Doppler. The weight vector multiplies the primary data vector to yield a complex number. The process of obtaining a real scalar from this number for threshold comparison is part of the post-processing and not inherent to the algorithm itself. The adaptive process effectively estimates the signal component in the look angle/Doppler, i.e., it is a 2D adaptive spectral estimate. The adaptive weights can therefore be viewed in a role similar to that of the non-adaptive steering vectors in JDL processing, used to transform the space-time data to the angle-Doppler domain.

The JDL processing algorithm begins with a transformation of the data from the space-time domain to the angle-Doppler domain. Statistical adaptive processing within a LPR in the angle-Doppler domain follows. The hybrid approach uses the \( D^3 \) weights, replacing the non-adaptive steering vectors used earlier. By choosing the set of look angles and Dopplers to form the LPR, the \( D^3 \) weights perform a function analogous to the non-adaptive transform. The \( D^3 \) algorithm is used repeatedly with the \( \eta_a \) look angles and the \( \eta_d \) look Doppler frequencies to form the LPR using the same primary data. This implies that there is a main look direction for the overall hybrid STAP process, but a set of auxiliary look directions for
use with the $D^3$ algorithm.

The steps in implementing the hybrid adaptive processor are as follows:

1. Choose the size of the LPR ($\eta_a$ and $\eta_d$), the number of secondary data vectors that will be used to estimate the covariance matrix (usually of the order of $2\eta_a\eta_d-4\eta_a\eta_d$) and the number of guard cells (usually 2-4).

2. Choose a set of $\eta_a$ angles centered around (and including) the look angle.

3. For each range bin and Doppler bin of interest, choose a set of $\eta_d$ Doppler bins centered around (and including) the look Doppler.

4. Using only the primary data, use the $D^3$ algorithm repeatedly ($\eta_a\eta_d$ times) with each combination of the chosen angles and Dopplers as the look direction.$^1$ These $\eta_a\eta_d$ weight vectors form the transformation matrix $T$ as in Eqn. (11).

5. JDL processing continues as in Eqns. (12-13).

5 Knowledge Aided Approaches

The previous sections have addressed the three fundamental issues associated with practical adaptive processing for airborne radar: computation load, required sample support and non-homogeneity detection (including adaptive processing within heterogeneous ranges). Clearly, for each issue there exists an embarrassment of riches - this paper has detailed only a few key schemes addressing each issue. An equally important issue that arises is therefore a scheme to pick within all these potential approaches. One should start with the fundamental notion that there is no “one-best” approach - different algorithms have their own advantages and disadvantages. This introduces the need for a knowledge aided approaches wherein a database informs the choice of algorithm, sample support both in terms of quantity and choice of range bins, the threshold level that sets the probability of false alarm, potentially even radar parameters such as frequency of transmission, PRF and transmitted waveform.

$^1$Note, this implies that there is a main look angle/Doppler for the overall STAP process, but a set of auxiliary look directions for use with the $D^3$ algorithm.
Figure 2: Sources informing a knowledge based processor.

Figure 2 illustrates the potential knowledge sources that could be exploited - it includes land-use and coverage data, information from earlier passes over the same terrain, radar parameters and feedback from other stages in the detection and tracking process. However, clearly this requires a massively complex series of decisions to be made in real time. The figure therefore serves more to illustrate the long-term goal of knowledge aided processing.

5.1 A Preliminary Knowledge Based Processor

This section implements a very preliminary knowledge based processor [31]. Knowledge based processing best matches the adaptive processing algorithm to the interference scenario. The STAP technique is chosen using knowledge gained by processing the received data. In the KB-processor of Fig. 3, each range cell is classified into one of only two types: homogeneous or non-homogeneous, with different algorithms used for each type of cell. This classification is made using the NHD of Section 4.1 based on whether the JDL detection statistic crosses a chosen threshold. Within the range cells deemed non-homogeneous, the interference is
Figure 3: A preliminary knowledge based process.
assumed to have discrete and homogeneous components and the hybrid algorithm is used for target detection. We use the JDL processor of Section 3.1. This choice of statistical processing allows for the use of the JDL algorithm in all three components of the KB-processor. The only difference between processing in the homogeneous cells and in the non-homogeneous cells is the choice of transformation matrix. Within the homogeneous cells, the transformation matrix is the non-adaptive transform of Eqn. (11). Within the non-homogeneous range cells, the transformation matrix is given by the $D^3$ weights. In both cases, the secondary data used to estimate the angle-Doppler covariance matrix are chosen from range cells deemed homogeneous.

The steps in implementing the simple KB-processor are as follows:

1. For each Doppler bin of interest, repeat the following steps:

2. For all range bins, identify homogeneous and non-homogeneous cells using the JDL-NHD.

3. For each range cell of interest, if it is homogeneous, apply the JDL algorithm, but now using other homogeneous cells as sample support.

4. If it is non-homogeneous, apply the hybrid algorithm, using other homogeneous cells as sample support.

Another knowledge based processor is the fast maximum likelihood reiterative self censoring adaptive power residue concurrent block processing two weight vector adaptive cosine estimator (FRACTA) [13], which employs a priori information pertaining to the clutter covariance matrix. The FRACTA method demonstrates near clairvoyant detection performance while employing 30% of the sample support needed in reduced rank STAP [for reduced rank STAP, the RMB rule requires $K = 2r$; (where $r$ is the clutter rank typically $r \ll M$)] training data snapshots to obtain performance within 3 dB of the optimum. Performance analysis of the FRACTA algorithm is carried out using data from the KASSPER program. Due to constraints of space the interested reader is referred to [13] for further details. Finally, the LRNAMF developed in [12] is another example of knowledge aided adaptive processing, where a priori information about the clutter rank gained from system parameters such as platform speed, pulse repetition interval, array element spacing, number of antenna array
elements, and number of pulses processed in a coherent processing interval is used to significantly reduce the training data support for covariance matrix estimation. Performance of the LRNAMF is benchmarked using data from the KASSPER program.

5.2 Numerical Example

The motivation for the KB-processor is practical implementation of STAP in airborne radars for GMTI. With this in mind, we present here a result of using the KB formulation of Fig. 3 using measured data from the multichannel airborne radar measurements (MCARM) program [32]. The example chosen here uses the data from acquisition 575 on flight 5. Included with the data is information regarding the position, aspect, and velocity of the airborne platform and the mainbeam transmit direction. This information is used to correlate target detections with ground features.

While recording this acquisition, the radar platform was at latitude-longitude coordinates of (39.379°, -75.972°), placing the aircraft close to Chesapeake Haven, Maryland, USA. The plane was flying mainly south with velocity 223.78 mph and east with velocity 26.48 mph. The aircraft location and the transmit mainbeam are shown in Fig. 4. The mainbeam is close to broadside. Note that the mainbeam illuminates terrain of various types, including several
major highways. Each data cube comprises 22 elements \((J = 22)\), 128 pulses \((N = 128)\) at a PRF of 1984 Hz and 630 range bins sampled at 0.8 \(\mu s\) (corresponding to 0.075 miles). The array is a \(2 \times 11\) rectangular array. The array operates at a center frequency of 1.24 GHz.

To illustrate the effects of non-homogeneities in secondary training data we inject two targets at closely spaced range bins. These artificial targets are in addition to the ground targets of opportunity on the roadways illuminated by the array. The artificial targets are injected in range bins 290 and 295. In this acquisition, the zero range is referenced to range bin 74 and so these injected targets are at ranges of 16.2 miles and 16.575 miles respectively. The parameters of the injected targets are given in Table 1. These values are chosen to ensure that the targets cannot be distinguished using non-adaptive, matched filter, processing. Note that the two targets are at the same look angle and Doppler frequency and the second target is 20 dB stronger than the first.

<table>
<thead>
<tr>
<th>Target 1</th>
<th>Target 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ampl</td>
<td>(1 \times 10^{-4})</td>
</tr>
<tr>
<td>Angle bin</td>
<td>(1^\circ)</td>
</tr>
<tr>
<td>Doppler</td>
<td>(-9 \equiv -139.5) Hz</td>
</tr>
<tr>
<td>Range bin</td>
<td>290 \equiv 16.2 mi</td>
</tr>
</tbody>
</table>

This example is based on the JDL algorithm in all stages. The NHD uses the JDL-NHD discussed earlier while the statistical algorithm is the JDL algorithm using homogeneous range cells for sample support. The hybrid algorithm, as discussed earlier, is the JDL algorithm with an adaptive \(D^3\) transform to the angle-Doppler domain. All stages use three angle bins and three Doppler bins (a \(3 \times 3\) LPR). Thirty six secondary data vectors are used to estimate the \(9 \times 9\) angle-Doppler LPR covariance matrix. Two guard cells are used on either side of the primary data vector. Based on these numbers, without a NHD stage, range bin 295 would be used as a secondary data vector for detection within range bin 290, violating the homogeneity assumption of statistical STAP algorithms. The example compares the original JDL algorithm of [15] and the KB-STAP algorithm of Fig. 3.

Figure 5 plots the results of the original JDL algorithm without attempting to compensate...
Figure 5: JDL Processing ignoring array effects and non-homogeneities.
for array effects or non-homogeneities. The plot is of the MSMI statistic as a function of range and Doppler. The red spots correspond to higher statistics, i.e., the red tend to correspond to target detections. The figure shows that targets are detected in almost all range and Doppler bins, including at extremely high velocities. If using the original JDL algorithm with measured data, therefore, one must deal with several false alarms. Also, while the second injected target is clearly visible, the first target is not detected at all. This inability to detect the target is because the second target is present in the secondary data while attempting to detect the first target at range bin 290. The presence of a target-like non-homogeneity in the secondary data makes detection of a weak target practically impossible.

The KB-processor, illustrated in Fig. 3, matches the processing to the interference in that it uses JDL processing in the homogeneous range cells and hybrid processing in the non-homogeneous cells. Figure 6 plots the AMF statistic obtained by using the KB-processor. The improved discrimination, as compared to Figs. 5 between a few target signals and residual interference is clear. The first target is now clearly visible. This is possible because the NHD treats the second injected target as a non-homogeneity and it is eliminated from
the secondary data while processing the range cell corresponding to the first, weaker, injected target. The KB-processor can, therefore, detect weak targets buried in non-homogeneous interference.

The final step in determining the presence or absence of a target is to apply a threshold to the MSMI statistic of Figs. 5 and 6 to yield target declarations. Here, a target is declared at all points with an estimated MVDR statistic of greater than 40. Figures 7 and 8 plot the declared target locations as a function of Doppler and range. These locations are correlated with the map of Fig. 4. In Fig. 7, note the extremely high number of false alarms. Also, as in Fig. 5, the weak injected target is not detected. On the other hand, nearly all the target declarations by the KB-processor, in Fig. 8, correlate directly with major highways in Maryland and Delaware illuminated by the radar mainbeam. Routes 290 and 301 in Maryland are closely spaced at a range of 9.0 and 9.8 miles. Accounting for the platform motion, the ground speed of the target(s) is approximately 50 mph.

The target detections at the far range shown in the plot are between 19.4 and 20.4 miles. The range to Route 9 varies between 19.1 and 21.1 miles within the transmit mainbeam. These far range detections therefore correspond to Route 9. The targets detected at these ranges are present in both Figs. 7 and 8.

6 Conclusions

This review has attempted to provide the reader an intuitive and theoretical basis of space-time adaptive processing. The focus has been on the importance of STAP, the fundamental issues that have guided research in this area. Two central problems arise in the application of STAP - the issue of computation load and the homogeneity of the sample support needed to train the adaptive filter. There have been several algorithms to address either of these issues, the key concepts of which have been presented here. However, most researchers would agree that there is no one best algorithm and the only practical approach is to use a knowledge based scheme that best matches the signal processing to the interference scenario at hand. This matching could be in the choice of adaptive algorithm including its parameters, the scheme used to distinguish non-homogeneities and the training data used.

In Section 5.2 we presented an example of using a preliminary knowledge based proces-
Figure 7: Target declarations using JDL ignoring array effects and non-homogeneities.

Figure 8: Target declarations using Knowledge Based STAP.
sor on measured data. The example illustrates the immense potential of knowledge based approaches in detecting weak targets and reducing false alarm rates. However, it must be emphasized that the algorithm used is extremely simple - in fact, the example emphasizes the vast amount of work remaining, such as that undertaken in the KASSPER program.
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