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We devise a mechanism for reliable packet transmission in Wireless Ad Hoc Networks. The implementation is based on Path Diversification, which uses multipath diversity in the network and erasure codes to provide guaranteed reliability. We show that when no information is available about the status of the network, distributing the load over all the available paths can increase network reliability significantly over single path transmissions.

We show how to collect information about the status of network paths and energy consumption in the network. When the information about the network is available, we identify and solve four QoS optimization problems specific to path diversification in ad hoc networks. We show how to allocate network resources for maximized reliability, maximized efficiency, minimized energy use, and maximized network lifetime. For the first two, we give exact polynomial time algorithms, we approximate the second two as linear programs.
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Chapter 1

Introduction

Wireless Ad Hoc Networks are a collection of two or more devices equipped for wireless communications and networking capabilities. The nodes can communicate directly with nodes in their range, or communicate with nodes outside of their range by using other nodes to forward their packets \[1\]. Ad hoc networks are different from infrastructure wireless networks in that in infrastructure networks all peer-to-peer communications between nodes are done through the Access Point as shown in Figure 1.1. Ad hoc networks are self-organizing in a sense that all the routes in the network have to be discovered and established by the nodes in the network through direct peer-to-peer communications.

![Ad Hoc Networks vs. Infrastructure Networks](image)

Figure 1.1: Ad Hoc Networks vs. Infrastructure Networks

Some examples of ad hoc networks include:
• \textit{Military packet radio networks}

The original use for ad hoc networks came from the early military wireless packet networks. \cite{1} describes PRNET, the packet radio network used in the military in the 1970’s. At the time, the manufacturing cost and size of devices made packet radio networks impractical. However, the situation has changed recently. \cite{2} describes the new military radio network, Future Combat System (FCS). This is a hierarchical network with an ad hoc sensor network at the bottom. Foot soldiers are also connected between themselves in an ad hoc network and hooked up to the tactical command vehicles, working all the way up to satellite links to the headquarters. This network was supposed to be implemented in year 2002. Another application of this type of network in civilian domain may be in emergency services.

• \textit{Sensor networks}

Sensor networks consist of many, normally very small size devices that monitor a certain phenomena. Terminals in a sensor network would normally work together to deliver the collective data to a sink which would forward them to the observer. \cite{3} gives a survey of sensor networks, it gives examples of sensor networks for military, environmental, health and home applications.

• \textit{Large scale ad hoc networks}

Another use for ad hoc network is “for the masses”. Such a network connects everyone on the planet in a single ad hoc network. \cite{4} describes the use of large scale ad hoc networks in the Terminodes project. The goal of the Terminodes project is to identify and solve problems associated with large scale ad hoc networks. The idea is to divide the whole network into smaller partitions where the nodes self-organize themselves into ad hoc networks. The regions are connected through anchors that are connected through private high-speed connections.
The rest of the introduction shows the challenges of ad hoc networks, defines the set of Quality of Service (QoS) parameters used in the rest of the thesis, and gives the overview of the new mechanism for transport services that will be presented in the rest of the thesis. Next, we describe some of the specific challenges in ad hoc networks, motivate the need for a new transport service in ad hoc networks, and give an outline of the thesis.

1.1 Challenges of Ad Hoc Networks

Research in ad hoc network is well established with many works improving on deficiencies these networks. [1,3,4], each give an overview of some of the difficulties of implementing ad hoc networks. Three well-known problems in ad hoc networks are the lack of reliable packet delivery due to interference and movement of nodes, limited bandwidth due to channel restrictions, and limited node lifetime due to small battery size. Research in Quality of Service issues in wireless ad hoc network is mostly oriented to extending the lifetime of the network (in terms of power), fairness of access to the network, and dealing with issues of connections between heterogeneous nodes. This thesis is motivated by the lack of research in providing reliable transport services, and the lack of research in providing QoS guarantees for traffic flows in Mobile Ad Hoc Networks.

The thesis addresses the three problems by introducing the Path Diversification mechanism in the transport layer. In path diversification, each packet is decomposed into a number of smaller packets, which are called fragments in the thesis. The fragments are deployed over multiple parallel paths. To increase reliability, path diversification also uses an erasure code to generate extra parity fragments for each packet. Destination can recover the original packet when it receives a certain number of fragments. The thesis shows that path diversification allows us to provide guaranteed QoS in ad hoc networks, without changing the existing routing or MAC layer protocols. At the same time, path diversification increases the available bandwidth, and performs load balancing in the network and increases lifetime
of the network by distributing the cost of packet transmissions among nodes from different paths. Next, we review the deficiencies of ad hoc networks in the areas of unreliable communications, limited bandwidth capacity, and restrictions due to limited energy capacity.

Great difficulty in implementing ad hoc networks comes from frequent route changes, due to mobility of the nodes, and interference among nodes. The high packet loss rates and frequent topological changes make the transport layer unstable and limit the amount of traffic that the network can carry. For example Automatic Repeat Request (ARQ) approaches in ad hoc networks are ineffective due to high packet loss rates [5]. QoS reservation schemes are also ineffective due to frequent topological changes [6,7]. The path diversification approach used in this thesis overcomes these problems by using erasure codes as well as multiple paths in the network to decrease the packet loss rate in the network. The thesis shows that path diversification provides a mechanism to provide guaranteed packet loss rates that can be arbitrarily low.

Ad hoc networks have limited bandwidth because of the wireless channel capacity. However, ad hoc networks suffer an additional problem due to the fact that all nodes share the same channel. [8] gives the limit for link capacity of stationary wireless ad hoc networks as $\lambda(n) = \Theta(W/\sqrt{n \log n})$, where $W$ is the raw channel capacity for networks with $n$ randomly distributed nodes with random traffic patterns. This link capacity assumes no overhead in the network. Clearly, it is inconceivable that ad hoc network will ever expand beyond a small number of nodes, and still be able to provide the full bandwidth available in the physical layer. In the view of this, the Terminodes project [4] sections the large scale network into smaller parts, and most sensor networks consist of a relatively small number of nodes. This thesis uses load balancing to address the problem. Intuitively, [8] points out to an extreme situation were many of the nodes have to communicate through the same node in order to reach the end of the network. However, if the network is dense and uses load balancing, this will not be an issue, since the load is always distributed among many nodes. Path diversifica-
1.2. Quality of Service in Ad Hoc Networks

QoS has a different meaning depending on the context in which it is applied and analyzed. We now define a clear set of QoS parameters that will be used throughout the thesis to measure the effectiveness of path diversification in the transport layer. The QoS parameters
used in the thesis can also be measured for Service Level Agreement (SLA) enforcement. We will use a subset the QoS parameters defined in [9], and modify them to fit the model and assumptions in the thesis.

The QoS parameters we use are Packet Loss (Reliability), Efficiency, Energy Consumption, and Network Lifetime. The first two QoS parameters are network based and relate to the services the network can provide. The second two QoS parameters are user-based and relate to the cost the user is willing to have a connection in the ad hoc network. We use the packet loss in the network to show that path diversification can increase the reliability of ad hoc networks to the level of wireline networks. However, we also need to compare the efficiency of the scheme to other ways of eliminating packet loss in the network. We use Energy and Network lifetime to show how path diversification can be adapted to achieve other QoS goals in the network; at the same time we show that path diversification provides a good mechanism to decrease energy use in the network and increase the lifetime.

1.2.1 Packet Loss (Reliability)

The well established QoS parameters in network research are delay and packet loss. We define the QoS in terms of delay and packet loss as follows:

\[
\text{Pr}[\text{Delay} > D_M] \leq \epsilon_D \quad \text{and} \quad \text{Pr}[\text{Loss}] \leq \epsilon_L
\]  

(1.1)

In the transport layer protocol considered in this thesis the receiver node ignores all packets that take more than \( D_M \) time to get to the destination. So, we can set \( \epsilon_D = 0 \) and measure the basic QoS in the network in terms of packet loss \( \epsilon_L \). Improving this packet loss statistics is crucial to making ad hoc networks more feasible. For example, ARQ based transport protocols such as TCP must retransmit a large number of packets to ensure the reliable delivery, so there is a large overhead when too many packets are lost in the network. The
transport layer in this thesis decreases the number of acknowledgements by using erasure codes to recover the packets that may have lost fragments in the network. We will use packet loss and reliability in the thesis interchangeably.

1.2.2 Efficiency

We consider the utilization of the network resources as another QoS parameter in the network. The resources in the network are scarce, so it is important to improve the efficiency, or utilization of network resources. In this thesis, the efficiency is defined as follows:

$$\eta = \frac{\text{Effective Throughput}}{\text{Actual Throughput}}.$$  \hfill (1.2)

Where the effective throughput is the total amount of information offered by a connection to the network and the actual throughput is the information offered by the connection and the overhead of the transport layer considered together. We will compare the efficiency of path diversification to the efficiency of regular ARQ protocols used to combat the packet loss.

1.2.3 Energy Consumption

Energy consumption is a very important QoS parameter in ad hoc networks, due to the limited battery lifetime of the mobile terminals. Energy consumption in the node is directly related to the lifetime of the node, since the lifetime of the node depends on the node’s available power. The energy consumption is also related to pricing in ad hoc networks. For example, charging connection in terms of used bandwidth may not be appropriate since it does not take into account the true cost of connections in the network. Charging by the amount of energy spent in the network may be a better pricing model for ad hoc networks.

We define energy consumption by a connection in the network as the total energy required to transmit all the packets for the connection through the network. We will show how to
minimize the amount of energy used by connections on a node and so increase the lifetime of the node. We also give a practical method for measuring energy consumption, and the amount of energy available on each path in the network.

### 1.2.4 Network Lifetime

We define the network lifetime as the time after which at least one node will lose all of its power. This a widely accepted way to model network lifetime ([10, 11, 12]). Loss of a node has a serious impact on the whole network in terms of resource that are required to deal with the loss. Usually, this means that some of the routes need to be transferred and that other nodes need to pick the traffic from the node that is out of service. So, loss of a node seriously degrades the quality of service available in the network. The thesis will show how path diversification can be used to maximize the lifetime of the network.

### 1.3 Path Diversified Reliable Transport Layer

We now describe the context in which path diversification is used to increase reliability in wireless ad hoc networks. We use path diversification as the integral part of a new transport layer, the Path Diversified Reliable Transport Layer (PD-RTL). The PD-RTL provides more reliable network services to upper layers such as UDP and TCP. The implementation details of PD-RTL are not a part of this thesis. Here, we describe a context in which path diversification can be used in the network.

We start by explaining the logical division of the nodes in the network. The network is divided into Source and Sink Nodes (S-Nodes) and Forwarding Nodes (F-Nodes), as shown in Fig. 1.2. PD-RTL is located on each of the S-nodes and provides a socket interface to the applications using the network. On the S-Nodes PD-RTL, performs the identification of the available paths in the network, encoding of the data into the fragments, admission control
and the optimization of the network resources; the F-Nodes perform packet forwarding in the network. Conceptually, an F-Node is the part of the implementation on a node that performs the duties of the Network and MAC layers; the S-Node is the part of the node that implements the reliable transport.

Fig. 1.3 shows the components of the PD-RTL and their relationship to the rest of the network. PD-RTL creates a more reliable network on top of the ad hoc network in order to improve the performance of the higher network layers. PD-RTL can be envisioned as either a sublayer of the transport layer or the network layer. On the source, PD-RTL performs the striping/splitting of TCP/UDP connection on multiple paths in the IP layer similar to [13] and it generates the extra parity fragments from the packets offered by the TCP/UDP connection. On the destination node, PD-RTL reassembles the packets from the received
fragments and hands them off to the higher layer. The “network” layer is implemented with a multipath routing protocol [14,15,16] which allows access to multiple paths in the network.

PD-RTL performs the optimization of the network resources as discussed in the thesis. PD-RTL relies on network measurements to find information about the network. We assume that PD-RTL can use either a probing mechanism [17] or an egress control mechanism [18,19]. PD-RTL can also act as a distributed call admission controller for the network.

The “SLA Enforcement” module in Fig. 1.3 provides a mechanism to have agreements between the connections entering the network, and the PD-RTL. Based on these agreements PD-RTL can decide to drop connections if there are too many SLA violations in the transport layer.

The actual implementation details of PD-RTL are beyond the scope of this thesis. The main focus of the thesis is to show feasibility of using path diversification to implement such a reliable transport layer in ad hoc networks.

1.4 Path Diversification

In this work, we propose a strategy for reliable packet transmission that uses path diversification to guarantee reliability in wireless ad hoc networks. This technique uses connection splitting and information dispersal to achieve improved packet loss statistics. Connection splitting combines multiple parallel paths in the network to carry the data stream, and information dispersal uses erasure codes to replace packets that may have been lost. We now give the motivation for using path diversification, by giving some results for connection splitting and the data dissemination used alone.

The main problem the thesis solves is to increase the network reliability (decrease packet loss) in ad hoc networks. We would like to avoid packet retransmissions since this is very costly in wireless networks where link reliability is low. The intuition behind path diversification is twofold. First, path diversification uses erasure codes to recover the packets at
1.4. Path Diversification

the receiver node. Second, path diversification uses the diversity of paths in the network to increase the reliability packet transmissions in the network.

We now motivate the need for multiple paths and erasure codes by using a very simple model in which all paths have the same packet loss probability, and accumulative packet losses are independent of each other. We will use a more precise network model to analyze the performance of path diversification in later chapters.

First, we show that we can increase the reliability in the network by transmitting identical data on multiple paths even without the use of erasure codes. We show this with Figure 1.4, where we plot the probability of not having to do any retransmissions. Clearly, we can achieve an arbitrarily high level of reliability in the network, as the number of paths $n$ increases. However, if all connections in the network are “greedy”, in the way that the effective bandwidth of the source matches the effective capacity of the path, the efficiency of the scheme will be $\eta = 1/n$. So, as the reliability increases, so does the inefficiency.

Figure 1.4: Connection Splitting Trade-Off
Second, we show that we can also increase reliability by using erasure codes. Our scheme uses information dispersal, proposed as an error correcting scheme for systems with multiple processors [20]. Information dispersal is used at the source node. The source node takes a data packet and it breaks it into fragments. The source node also generates additional parity fragments for the data packet. The additional fragments allow the receiver to reconstruct the original data stream even if some of the fragments are missing. Figure 1.5 shows the trade off between the efficiency of the information dispersal and the reliability of the path. We can increase reliability arbitrarily by using a high of parity fragments.

![Reliability vs. Packet Loss and Efficiency](image)

Figure 1.5: Data Dissemination Trade-Off

We show in Chapter 3 that we can combine the transmission over multiple paths with information dispersal to improve the efficiency of the individual schemes with path diversification.
1.5 Resource Allocation for Optimum QoS

This thesis has two objectives:

- We show that path diversification can increase reliability in an ad hoc network.

- We also show that path diversification can be used in an optimal way.

For the first objective of the thesis we assume that no prior information about the performance metrics along the paths is available. In this case, the transmitter simply distributes data uniformly over parallel paths. We call this *blind path diversification*. We show that blind path diversification outperforms single-path transmission. We show the performance of blind path diversification in Section 3.1.

For the second objective, we assume that some performance metrics about the parallel paths are available at the transmitter. These metrics are provided by a feedback from the network to the source or by some form of probing initiated by the source. We assume that the metrics are updated periodically. These metrics can be used to optimally assign the fragments into the available paths. In this case, we examine and solve the following four optimization problems related to the QoS management:

P1 Maximize the reliability in the network.

P2 Maximize the efficiency of path diversification, for a given reliability in the network.

P3 Minimize the energy used by connections, for a given reliability in the network and efficiency in the network.

P4 Maximize the lifetime of the network for a given reliability in the network, efficiency and maximum energy used in the network.

The source node uses the optimization algorithms associated with P1-P4 to periodically change the load on each path. We solve the four problems in Chapter 3.
Chapter 1. Introduction

We solve P1 in Section 3.2. We show that when there are no resource restrictions on the paths, the optimum way to allocate the packets is to transmit all the packets on the path with the lowest packet loss probability. We also show that when there are resource restrictions on the paths, the optimum way to allocate the packets is to use a “greedy” algorithm. The greedy algorithm allocates the maximum number of packets possible to the path with the smallest packet loss probability and then the maximum possible number of packets to the path with the second smallest packet loss probability, and so on.

We solve P2 in Section 3.3. We give an algorithm that performs a linear search for the least number of parity fragments for which the minimum required reliability is satisfied. The algorithm increases the number of parity fragments until it reaches the reliability threshold. Each new fragment is allocated with the greedy algorithm in P1.

We solve P3 in Section 3.3. The programming problem we arrive at initially is very difficult to solve due to the non-linearity of the reliability function, so we use an approximation. We show in Section 2.3 that reliability can be lower bounded by the Poisson cumulative distribution function. For P3, we use this lower bound of reliability to arrive at a linear programming problem for energy minimization. The linear program is solved to get the allocation of fragment on each path that minimizes energy use in the network.

We solve P4 in Section 3.3. Similar to P3, the initial programming problem we arrive at initially is very difficult to solve due to the non-linearity of the reliability function, so we use the Poisson approximation for this optimization as well. The linear program is solved to get the allocation of fragment on each path that maximizes the lifetime of the network. We present the numerical results for the four optimizations in Chapter 4.

1.6 Related Work

Path diversification was first proposed as a reliable routing technique in [21]. Similarly, [22] uses this technique at the physical layer. The deficiency of both is that they assume that
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Each packet is transferred with at most one transmission on each of the available paths. This requires a large number of paths to be available in the network in order to produce good reliability results.

Path diversification, as used in this thesis, was first proposed as a technique for wireless ad hoc networks in [23]. However, [23] did not show how to use this technique in the optimal way, or in a network with limited resources. In this work, we give algorithms that optimize the use of network resources for maximum reliability, maximum efficiency, minimum energy, and maximum lifetime in path diversified networks. We also give a practical way to model resources in the network. Next, we review current research in the area of reliable transport in ad hoc networks, multipath routing, information dissemination, connection stripping/splitting and energy management in ad hoc networks.

1.6.1 Reliable Transport in Wireless Ad Hoc Networks

Reliable transport in ad hoc networks has been a topic of recent research. The initial push for new transport services came with realizing that TCP is not an appropriate transport layer for ad hoc networks. TCP becomes unstable in networks with large packet loss since the congestion control is tied to the acknowledgment packets. In [24], the authors propose a change to the IEEE 802.11 MAC protocol to improve the performance of the TCP specifically. However, the paper does not make the change at the transport layer were the real problem is. In [25], the authors propose a new set of enhanced TCP/IP sockets for reliable network connections in mobile ad hoc networks. The enhanced sockets use heartbeat packets to detect link and path failures, however the work does not propose any technique to increase the level of reliability in the network. [6] and [7] both propose a QoS protocol for wireless ad hoc networks based on a reservation scheme. The protocols do not perform well in the presence of rapid topological changes in the network.

[5] gives a reliable transport protocol that disseminates information through the whole ad
hoc network. This transport layer is based on the idea that as the number of hops increases
the likelihood of successful transmission decreases, so the protocol uses the intermediate
nodes to provide packets requested through the negative acknowledgments. Eventually all
the nodes in the network will have the transmitted information. [26] gives a transport layer
protocol that improves on the performance of TCP. The idea behind the protocol is to
decouple the congestion and reliability control in TCP since this makes TCP unstable in ad
hoc networks. The protocol still uses acknowledgments to ensure reliable delivery of packets
in the network.

[27] gives an overview of fault recovery schemes in computer networks and examines their
usefulness for guaranteed performance networks. The paper also gives a new fault recovery
technique and shows empirically that it outperforms other fault recovery techniques.

1.6.2 Multipath Routing

Multipath routing is crucial to the successful operation of path diversification. There is a
large amount of research available in this area, showing that multipath routing is feasible. [28]
and [29] give surveys of available multipath routing protocols. [28] also gives three multipath
routing protocols that can be used in the Internet. [29] gives a path selection algorithm that
chooses a set of edge-disjoint paths in wireless ad hoc networks with the lowest probability
of path failure. This routing algorithm uses a heuristic to find the set of edge-disjoint paths
with the lowest probability of failure. [30] gives properties of reliable networks and solves
basic reliability problems in network routing.

There are many multipath routing algorithms available specifically for ad hoc networks.
For example, DSR [14] is a source based algorithm that discovers all routes in the network by
using broadcasts to propagate the route requests. The routing protocol also allows the source
node to specify the exact route each packet should use. [15] gives an improved multipath
version of DSR in which edge-disjoint routes are found and the alternate routes are known to
all the nodes on a path. [16] gives a modified version of AODV routing protocol [31] that finds multiple edge-disjoint routes in the network and makes them known to all the nodes in the network. [32] gives a QoS ticket based routing protocol for Ad Hoc Networks. The protocol searches multiple paths at once to find the path that satisfies the QoS requirements of the connections on the source node. The protocol reduces the overhead of broadcast multipath routing by limiting the number of paths searched at each node through the source issued “tickets”.

Path diversification is not dependent on the specific technique used in the network layer, as long as there is a set of multipaths between the source and destinations nodes.

1.6.3 Information Dissemination

Information dissemination refers to adding erasure code parity fragments to the original data. It was originally proposed as a load balancing technique, however it has since been used in other contexts. Various information dissemination approaches are shown in [20, 33, 34, 35]. These papers show how to use information dissemination for load-balancing and reliable multicast content delivery. [20] originally introduces this concept by using linear block codes to improve information sharing between multiple processors.

In [36] and [33], the authors describe a Digital Fountain delivery service for downloading information from multiple mirror site. The approach is based on the information dissemination with “tornado” Codes [37]. In this scheme, each of the mirror servers sends out a stream of packets generated from the dissemination of the same file. The client needs some subset of these packets to reassemble the original file. This approach eliminates the need for the acknowledgment of every packet, and greatly increase utilization of the multicast servers in the network. [38] analyzes a system where TCP is used to access multiple access servers at the same time. This approach was extended to wireless ad hoc networks in [34]. [39] gives an overview of the techniques for real-time data transport in single path networks. The
paper deals with protocols for real-time multimedia broadcasts where the start up latency is important to clients which listen on the broadcast channels. The paper improves the performance of [33] by introducing periodic broadcasts, and multiple channels to transmit the real-time broadcast traffic.

[35] uses the linear block codes to implement a collaborative multicasting system in wireless environments. The use of codes in the system provides higher reliability in the information exchange, as well as more efficient communications since the authors are not using an underlying reliable transport layer. This system can be used to provide a set of commonly used files to all nodes in the network. However, the system does not cover peer-to-peer communications, and it does not make Quality of Service guarantees such as bounds on Delay and Loss. The authors conjecture that efficiency of dissemination should be decreased with mobility in the network. This approach builds on [40], where simple data replication is used to create a distributed information sharing system in Ad Hoc Networks.

[41] compares several implementations of database access techniques in infrastructure wireless networks. The strategies are compared in terms of access time required to retrieve a records from the database, with the goal of decreasing the access time when the whole database is broadcast in regular intervals. Path diversification was recommended for channels with high error levels, however the paper does not fully explore the reliability benefits of path diversification, nor the optimal way to use it.

### 1.6.4 Connection Stripping/Splitting

Connection splitting was an important bandwidth aggregation approach in the early 1990’s when the wireline equipment could not provide the bandwidth requested by users. [13] gives a framework for connection splitting (striping) and defines elements needed to implement it. [42] gives a bandwidth aggregation technique for telephone modems. [43] gives more example of connection stripping at the physical layer. [44] adapts this approach for a standard
specific to splitting ATM cells over multiple point-to-point physical links. However, with better equipment, this approach has evolved, so that it can be used even in the network layer. \cite{45} uses connection splitting over multiple physical links in ATM networks to achieve better reliability.

\cite{46} gives a protocol for connection splitting in ATM networks. The motivation behind this protocol was to use the ATM connections more efficiently by fragmenting the connections into smaller connections. The paper points out to the synchronization problem inherent to connection splitting, and tries to solve it through scheduling. In \cite{47}, the authors propose a bandwidth aggregation solution for TCP/IP links in ad hoc environments. Even though this solution uses network splitting it gives no QoS guarantees to traffic flows using the network.

## 1.6.5 Energy Management in Ad Hoc Networks

We now review several approaches to energy/power management in ad hoc networks. Energy aware routing has been a topic of research for some time. The current approaches involves schemes in which the energy consumption is made to be a part of the routing parameters, or schemes that involve minimizations in the MAC layer. Our approach of path diversification gives us the unique opportunity to manage energy/power at the transport layer, and so not have to modify the underlying layers.

\cite{48} shows how to implement a directional antenna protocol in ad hoc networks which decreases the total energy use. The energy consumption is decreased in two ways with the use of directional antennas which use less energy to transmit, and with energy efficient routing in the network with directional antennas. \cite{49} gives a MAC protocol that reduces energy consumption in the network regardless of the network layer. The protocol powers off the nodes which are not transmitting due to collision avoidance of the MAC layer. \cite{50} calculates the transmission range (power level) in the ad hoc network for minimal bit error due to multiuser interference in the network. \cite{51} and \cite{52} give a set of optimizations using
convex programming; these optimizations maximize the throughput in a CDMA ad hoc network by optimizing the power transmission levels, given the multiuser interference in the network.

[10] gives a comparison of three different power management techniques in ad hoc networks, for the layers above the MAC layer. Two of the strategies include minimization of per packet energy, and maximization of time to network partition. The paper also uses a heuristic based cost function to implement energy-aware routing through the shortest distance routing. [11] gives comparison of several routing protocols that minimize the energy use and maximize the lifetime of the ad hoc network. The paper points out the differences between energy minimal protocols and the max-min fairness based protocols and through heuristic arguments creates a new protocol to satisfy both. [11] also gives routing protocol similar to [10]. This protocol adds energy constraints to make sure that the energy spent in the network is also limited. In [53] and [12], the authors give several results on how to model the system lifetime of ad hoc networks when the total energy in the network is the limiting factor for the lifetime. In [12], the authors show how to modify the Bellman-Ford algorithm to achieve the maximum lifetime under the assumption of static energy levels at the time of transmission. [54] gives a routing protocol designed to maximize the lifetime of the network. The protocol implements load balancing for node communications by randomly assigning cluster head duties among the nodes at different time intervals. The randomization balances the amount of time each node spends as the main link to the rest of the network. [55] gives a protocol that works on top of the existing routing protocols to enhance the energy performance. The protocol dynamically changes the routes to select routes with lower energy cost. [56] gives a network layer protocol that chooses a set of nodes to form a backbone and powers off the nodes that are not essential to keep the network connected.

[57] gives a protocol that combines the physical and network layers to achieve minimum energy consumption in the network. First, the protocol discovers the cost of transmission on
a single hop of all the nodes in the network, and then it uses the Bellman-Ford algorithm to find the minimum energy connected network. [58] uses an approach similar to [57], however this paper uses directional information about incoming signals to calculate the minimum energy topology in the network.
Chapter 2

Mathematical Preliminaries

In this chapter, we give the mathematical preliminaries needed for the rest of the thesis. First, we will give a precise description of path diversification. Second, we give the assumptions made about the network and the measurement services provided by the network needed to perform the optimizations in Chapter 3. The assumptions are needed in order to have a model with which we perform optimizations P1-P4. We show how each of the assumptions has a reasonable explanation in ad hoc networks. Third, using this model we show how the exact network reliability can be calculated with a polynomial time algorithm and how the reliability can be approximated with the Poisson approximation. We use the properties of the algorithm and the approximation in Chapter 3 when we solve optimizations P1-P4.

2.1 Path Diversification

We propose a new mechanism, which uses a technique we call path diversification to achieve an improved packet loss statistics when there exists a large packet loss in the network. The mechanism splits the data packets into fragments when they arrive at the source node, and distributes the fragments on multiple parallel paths in the network. The packets are reassembled at the destination node. We have shown in Section 1.4 that in order to make
this mechanism efficient we need to use erasure codes to split the packets into fragments at
the source node, and reconstruct them at the destination. Our mechanism uses the erasure
code given in [20]. We call this mechanism path diversification because the fragment are
sent to the destination node through separate paths in the network.

We now give a mathematical model of path diversification. The connection generates a
packet of size $bM$ that it wishes to transmit to the destination. The source node breaks up
the packet into $M$ fragments of size $b$, generates $K$ fragments of parity and transmits the
total of $M+K$ packets to the destination. The destination must receive at least $M$ fragments
in at most $D_M$ time units, so that the transmission is considered to be “successful”, i.e. the
packet is received in time.

\[ \sum M_i = M + K \]

Figure 2.1: Mathematical Model of Path Diversification

The $M + K$ packets are subdivided into $n$ non-overlapping sets with $M_i$ packets in set $i$,
where $M_i$ packets are transmitted on path $i$. We will denote with $m = [M_1, M_2, \ldots, M_n]^T$ the
allocation vector for the connection over the $n$ paths in the network. We show this in Fig. 2.1.
The probability that the packet can be reconstructed is the probability that more than $M$
of the fragment transmissions succeed, or equivalently that less than $K$ transmissions fail.

We can express network reliability or probability of success as:

\[ P_{\text{succ}} = \Pr[\text{Number of Received Fragments} \geq M]. \]  

(2.1)
The efficiency of path diversification is defined as:

$$\eta = \frac{\text{Effective Throughput}}{\text{Actual Throughput}} = \frac{M}{M + K}. \quad (2.2)$$

We ignore the overhead introduced by the rest of the network.

We will show in Section 3.1 that path diversification, without any assumptions about the network, improves the packet loss (network reliability). However, in the rest of Chapter 3, we will show how to improve the performance of path diversification when more information about the network is known. Next, we show how this information can be collected by probing the network.

### 2.2 Network Model

We model a wireless ad hoc network as a random graph with flawless vertices and failure-prone edges. We make the assumption of flawless vertices because it is possible to efficiently transform any directed random graph with failure-prone vertices into a graph with flawless vertices [59]. The conversion algorithm replaces each failure-prone vertex with an equally failure-prone edge and two flawless vertices. We assume that the edge failures are independent. This means that the movement of the nodes in the network is independent (this is a commonly made assumption [29]). We assume that we have $n$ edge-disjoint [30] paths available for consideration between the source and destination nodes. We discussed in Section 1.6 that there are many multipath algorithms available for ad hoc networks which find the edge-disjoint paths even in a network with mobile nodes. A path is considered to be “failed” if a packet transmitted on the path does not reach the destination. Two edge-disjoint paths have no edges in common, so the failures of the two paths will be independent.

We assume that the network has a mechanism that allows us to collect statistical information, such as path failure statistics and energy information about the paths. For example,
we may use a probing technique similar to [17] or an egress probing technique such as [18]. The network measurements are updated every $T_w$ seconds. Ideally, this period is less than or close to the network variation time. Next, we show how the delay, packet loss, and energy consumption in the network can be provided through probing and simple statistical collection at each node. The information is used to improve the performance of path diversification in optimizations P1-P4.

Delay the Network

We assume that through network measurements we have access to the maximum number of fragments we can transmit on a path in time period $D_M, M_i^{(d)}$. We will denote with $M_d = [M_1^{(d)}, M_2^{(d)}, ..., M_n^{(d)}]^T$ the vector of the packets we can transmit on $n$ paths, as constrained by the delay in the network. We can get the maximum number of fragments in a variety of different ways. For example, we can use the measured service curve [17, 18] to find the number of packets that can be transmitted in certain time extent on the path. We explain the procedure for extracting $M_i^{(d)}$ from the service curve with the $\epsilon$-effective service curve [17] even though we can do this with any other service curve. The $\epsilon$-effective service curve for path $i$, $S_i^\epsilon$, is defined as follows:

$$S_i^\epsilon(t) = l_i \leftrightarrow \Pr[D_i(l_i) > t] \leq \epsilon$$

(2.3)

where $l_i$ is the number of fragments of size $b$ transmitted on path $i$ and $D_i(l_i)$ is the total delay experienced by all the packets during the transmission of $l_i$ consecutive fragments on path $i$. The destination node ignores all packets that take more than $D_M \leq T_w$ seconds. So, we will incorporate the factor of $\epsilon$ into the measurement of probability of fragment loss and treat the service curve as a deterministic service curve [60], i.e. $M_i^{(d)} = S_i^0(D_M)$. The source nodes need the delay information in order to make sure the network is not overloaded and to make sure the loss due to congestion delay is kept at a reasonable level.
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Packet Loss in the Network

We will denote by $p_i(j)$ the probability that fragment $j$ of size $b$ on path $i$ may be lost or delayed for more than $D_M$ seconds. The value of $p_i(j)$ is obtained through statistical analysis of network behavior every $T_w$ seconds. We use $I_i^{(j)}$ as the indicator random variable:

$$p_i(j) = \Pr[I_i^{(j)} = 1],$$
$$q_i(j) = 1 - p_i(j) = \Pr[I_i^{(j)} = 0].$$

The probability of packet loss can be measured at the destination node by keeping track of the number of packets lost on each of the paths. This means that the protocol used to fragment the packets and reassemble them at the destination node should include in each fragment header, the information about the number of fragments expected on each path, as well as framing information to index the fragments on each path. Alternatively, each of the nodes on the path can keep track of its own packet loss and the upper bound for path loss can be calculated by using the formula for reliability of serial structures [61].

The probability of packet loss on each path is a random process that is observed at the source node. If the source node had perfect information about fragment loss it would know the exact future probability of loss for each segment it is transmitting on the path and be able to allocate the fragments on each path to maximize the probability of successful packet transmission. In practice, the source node should predict the future behaviour on each path from the past samples. The prediction procedure is beyond the scope of this thesis. However, we assume that we do have access to the predicted values $\hat{p}_i(j)$ for $p_i(j)$ in (2.4).

We assume that the prediction procedure approximates $\hat{p}_i(j)$ in a way that minimizes the error of approximating the dependent variables $I_i^{(j)}$ as independent (for example [62] gives an estimate for \( \hat{p}_i(j) \) that minimizes the maximum error). The approximation of $I_i^{(j)}$ as independent allows us to efficiently and exactly calculate the upper bound on the reliability.

We also assume that as a part of the prediction process the source node has access to
the validity period of the observed samples for the fragment loss on each path, $M_i^{(p)}$. $M_i^{(p)}$ is the number of fragments that can be sent on the path and still be “reasonably” sure that the fragment loss approximates the true value of packet loss on the path. We denote $M_p = [M_1^{(p)}, M_2^{(p)}, ..., M_n^{(p)}]^T$.

In order to simplify the calculations in subsequent sections, we will assume that $p_i(j) = p_i$ and $q_i(j) = 1 - q_i$. This assumption will allow us to express the optimization problems P1-P4 as integer optimization problems with $n$ variables. However, we can easily modify the integer programming optimizations, into $\{0, 1\}$-integer optimizations with $M + K$ variables to take into account the differing values $p_i(j)$ on a single path.

**Energy Consumption in the Network**

We assume that every node in the network has the ability to measure the average amount of energy it uses to transmit a bit of information $e_i^{(k)}$ and the amount of available energy on the node $E_i^{(k)}$, where we indexed the node as “node $k$ on path $i$”.

With network probing we also have access to the per-bit energy required to transfer a packet between the source and the destination, $e_i^{(b)}$. The per-bit energy consumption on a path can be determined by adding up the energy required to transfer a bit at every node on the path:

$$e_i^{(b)} = \sum_{k=1}^{n_i} e_i^{(k)}.$$  

where $n_i$ is the number of nodes on path $i$. The vector of per bit energy consumption in the network is given by $E_b = \{e_1^{(b)}, e_2^{(b)}, ..., e_n^{(b)}\}$.

With network probing we also have access to the maximum number of fragments that can be transmitted on each path before the energy on the path runs out, $M_i^{(e)}$:

$$M_i^{(e)} = \min_{1 \leq k \leq n_i} \left\{ \frac{E_i^{(k)}}{be_i^{(k)}} \right\}.$$  

(2.6)
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We denote with $\mathbf{M}_e$ the vector of maximum number of fragments we can transmit on each path $\mathbf{M}_e = [M_e^{(e)}, M_e^{(e)}, \ldots, M_e^{(e)}]^T$.

Given this information about each path in the network we can calculate the maximum number of packets that can be transmitted on the paths:

$$\mathbf{M}_{th} = \min(\mathbf{M}_p, \mathbf{M}_e, \mathbf{M}_d)$$

where $\mathbf{M}_{th} = [M_{th}^{(th)}, M_{th}^{(th)}, \ldots, M_{th}^{(th)}]^T$, and $\min$ is the minimum of all the elements of the vectors with the same index. We will use the vector $\mathbf{M}_{th}$ as the basic constraint on the number of packets that can be transmitted on each path in optimizations $P1$-$P4$.

Path Lifetime

The lifetime of each path can also be found through the probing mechanism by finding the minimum lifetime of all the nodes on the path:

$$T_i = \min_{1 \leq k \leq n} \left\{ \frac{D_M E_i^{(k)}}{bM_i e_i^{(k)}} \right\} = \frac{D_M}{b} \min_{1 \leq k \leq n} \left\{ \frac{E_i^{(k)}}{e_i^{(k)}} \right\} = \frac{D_M}{b} \frac{M_i^{(e)}}{M_i^{(e)}} (2.8)$$

where $M_i$ is the number of fragments transmitted on the path and $M_i^{(e)}$ is defined in (2.6) as the maximum number of fragments that can be transmitted on the path due to energy constraints. We base (2.8) on the observation that the rate offered on the path is given by $R_i = b M_i / D_M$, and the lifetime of the path is given by the amount of time the source needs to use up all the energy on the path. We assume that the rate offered by the connection is given by:

$$R = \sum_{i=1}^n R_i = \frac{b}{D_M} (M + K),$$

and that there always packets backlogged at the source node. We also assume that the connection is guaranteed transmission of at least $M_i^{(e)}$ fragments on the path. For example,
each node $k$ on the path can assign $E_i^{(k)}$ as the number of fragments this connection can use. This way we are guaranteed that the path lifetime in (2.8) will be exactly $T_i$, and not less because other connections may be using the energy on the same node.

### 2.3 Network Reliability $P_{\text{succ}}$

In this section we show how to calculate the exact value for network reliability, $P_{\text{succ}}$, and how to approximate $P_{\text{succ}}$ with the Poisson approximation. Network reliability is important for the operation of upper layer protocols. In order to motivate the need for enhanced network reliability we show the performance of long term throughput of TCP as the reliability in the network changes in Fig. 2.2. We have used the approximate TCP performance model of [63]. The reliability in Fig. 2.2 is the probability of successful packet transmission. [63] shows with empirical data that this model of long-term TCP throughput is fairly good, the discussion of the model is beyond the scope of this thesis. However, it is worth noting that [63] shows that it is quite accurate for high values of reliability. We use the figure to point out that the increase in reliability increases the long term throughput of TCP exponentially, so network reliability is the most important factor in the design of protocols for ad hoc networks. For example, an increase of reliability of $0.95 \rightarrow 0.999$ (an increase of about 5%), increases the throughput more than 5 times (400%).

Given the model of Section 2.2 and the rules for path diversification we express the network reliability as follows:

$$
P_{\text{succ}} = \Pr[\mathcal{W} \leq K] = \Pr\left[\sum_{i=1}^{n} \sum_{j=1}^{M_i} I^{(j)}_i \leq K\right]
$$

where $\mathcal{W}$ is a random variable indicating the total number of lost packets, and $I^{(j)}_i$ are indicator variables showing whether packet transmission $j$ on path $i$ was successful.
2.3. Network Reliability $P_{\text{succ}}$

We give a polynomial time algorithm for the exact calculation of $P_{\text{succ}}$, we will use the results from the derivation of this algorithm later in Section 3.2 as a fundamental result for the implementation of optimizations P1 and P2. There are also two approximations for $P_{\text{succ}}$ used elsewhere in the literature, the Normal approximation [64, 23] and the Poisson approximation [62, 65, 66]. We will compare the exact results with the results for the two approximations in Section 3.2.

We can show that the calculation of the exact value for $P_{\text{succ}}$ is directly related to the calculation of the reliability of algebraic structures, which is in general NP-Complete. There are many works available on the issue of reliability of algebraic structures [61, 67, 59, 68]. In this work, we will use the special properties of $k$-out-of-$n$ structures to calculate the exact probability of successful packet transmission and to optimize the transmission of packets on a path. [69] gives an algorithm for the direct calculation of the probability of failure of

![Figure 2.2: Long Term TCP Throughput vs. the Reliability](image-url)
Algorithm 1 EVALUATE-PSUCC(m, q, K)

1: \( k \leftarrow 1, \forall j : c_j \leftarrow 0, c_1 \leftarrow 1 \)
2: \( P_{\text{succ}} \leftarrow 0, n \leftarrow \text{length}(m) \)
3: \text{for} \( i \leftarrow 1 \) to \( n \) \text{ do}
4: \text{for} \( l \leftarrow 1 \) to \( M_i \) \text{ do}
5: \text{for} \( j \leftarrow \min\{K, k + 1\} \) to \( 2 \) \text{ do}
6: \( c_j \leftarrow q_ic_j + p_jc_{j-1} \)
7: \text{end for}
8: \( c_1 \leftarrow q_ic_1 \)
9: \( k \leftarrow k + 1 \)
10: \text{end for}
11: \text{end for}
12: \text{for} \( i \leftarrow 1 \) to \( K \) \text{ do}
13: \( P_{\text{succ}} \leftarrow P_{\text{succ}} + c_i \)
14: \text{end for}
15: \text{return} \( P_{\text{succ}} \)

\( k \)-out-of-\( n \) structures with independent component reliabilities. In this section, we show how that algorithm can be modified to find \( P_{\text{succ}} \) in polynomial time.

The algorithm is based on the use of the moment generating function for the sum of \( M + K \) independent Bernoulli variables. We showed in Section 2.2 how to model the packet transmissions with independent Bernoulli random variables \( \mathcal{T}_i^{(j)} \). By (2.10), the moment generating function for the number of lost packets, \( \mathcal{W} \), is given by:

\[
G_{\mathcal{W}}(z) = \prod_{i=1}^{n} (q_i + p_i z)^{M_i} = \sum_{i=0}^{M+K} c_i z^i . \tag{2.11}
\]

So, we can calculate \( P_{\text{succ}} \) by using the moment generating function as follows:

\[
P_{\text{succ}} = \Pr[\mathcal{W} \leq K] = \sum_{i=0}^{K} c_i . \tag{2.12}
\]

where each \( c_i \) is given by (2.11). We use the multiplication technique used in [69], where we perform \( M + K \) iterations, and at each iteration \( k \) we recalculate the coefficients to get \( c_j^{(k)} \).
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We use the following recursive relation to find the coefficients at each iteration:

$$c_j^{(k+1)} = q_{k+1}c_j^{(k)} + p_{k+1}c_{j-1}^{(k)}.$$  \hspace{1cm} (2.13)

Using this relation, we derive Algorithm 1. The algorithm uses the same multiplication technique used in [69], where we perform $M + K$ iterations, and at each iteration $k$ the algorithm recalculates the coefficients to a set of coefficients $c_j^{(k)}$ with the use of (2.13). After the $M + K$ iterations the first $K$ coefficients are added to obtain the value for $P_{\text{succ}}$.

**Theorem 1 (Correctness Of Algorithm 1).** Algorithm 1 gives the exact value for $P_{\text{succ}}$.

**Proof.** First we show that inner loop and the outer loop calculate coefficients $c_i$ for the distribution of $W$. We use $W^{(k)}$ to denote the random variable indicating the number of successes in $k$ trials. Assume that $M_1^{(k)}$ trials have probability probability of $q_1$ of failure, $M_2^{(k)}$ probability of $q_2$ of failure, and so on, and $\sum_{i=1}^n M_i^{(k)} = k$. By induction:

1. For $M + K = 1$ we get the coefficients of $c_2 = p_1$, $c_1 = q_1$. For a single trial $W$ is a Bernoulli random variable, so the moment generating function is correct.

2. We assume that $g_{W^{(k)}}(z)$, the moment generating function for $W^{(k)}$, is correct. We need to show that $g_{W^{(k+1)}}(z)$ is correct.

For $M + K > k + 1$ assume for some $k$ that coefficients $c_i$ are correct for $g_{W^{(k)}}(z)$ which is the moment generating function for number of failures when there are $k$ trials. We need to show that $W^{(k+1)}$ is correct. First we note that $g_{W^{(k+1)}}(z)$ is given by:

$$g_{W^{(k+1)}}(z) = (q_i z + p_i) g_{W^{(k)}}(z).$$ \hspace{1cm} (2.14)

Where we assume that the loop has up to reached $M_i$, $i < n$ trials. So, for every coefficient $c_j^{(k+1)}$ (2.13) is indeed true, and the inner loop does calculate this recurrence.
The \( \min(K, k + 1) \) in the inner loop does not change the value of \( P_{\text{succ}} \) since we only add up the coefficients \( c_i \) up to \( K \). So, if \( P_{\text{succ}} \) for \( k \) is true, so must be \( P_{\text{succ}} \) for \( k + 1 \).

This proves the coefficients \( c_j \) are calculate correctly.

We also note that the algorithm adds up the first \( K \) coefficients, as shown by (2.13). This proves the theorem.

\[ \square \]

**Theorem 2 (Complexity Of Algorithm 1).** The complexity of the Algorithm 1 is \( \Theta(K(M + K)) \).

**Proof.** We assume that the addition and multiplication are equally difficult to perform. We note that the two outer loops execute the inner loop \( M + K \) times. So, the total time for the algorithm to calculate \( P_{\text{succ}} \) for \( M + K \) total components is given by:

\[
T(M + K) = \sum_{k=1}^{M+K} \left[ \sum_{j=2}^{\min(K,k+1)} 3 + 2 \right] + K
\]

\[
= \sum_{k=1}^{K-1} \sum_{j=2}^{k+1} 3 + \sum_{k=K}^{M+K} \sum_{j=2}^{K} 3 + \sum_{i=1}^{M+K} 2 + K
\]

\[
= 3 \sum_{k=1}^{K-1} k + 3M(K - 1) + 2(M + K) + K
\]

\[
= \frac{3}{2} K^2 + 3MK + 2M + \frac{3}{2} K - 3
\]

We note that:

\[
\frac{3}{2} K^2 + \frac{3}{2} K - 3 = \Theta(K^2) \quad \text{and} \quad 3MK + 2M = \Theta(MK)
\]

So,

\[
\frac{3}{2} K^2 + 3MK + 2M + \frac{3}{2} K - 3 = \Theta(K^2) + \Theta(MK) = \Theta(K^2 + MK)
\]

which proves the theorem. \( \square \)
Algorithm 1 is more efficient than the algorithm in [69] which if it was just rewritten to calculate $P_{\text{succ}}$ would have the complexity of $\Theta((M + K)^2)$.

### 2.3.2 Poisson Approximation of $P_{\text{succ}}$

We now show how the network reliability can also be approximated with Poisson approximation for the sum of independent Bernoulli random variables. We will use this approximation in later section to simplify optimization $P_3$. However we will also show that the Poisson approximation can be used effectively for other optimizations. The Poisson approximation was considered in [65]. In that paper, the author also examines the reliability of $k$-out-of-$n$ structures for independent components. $P_{\text{succ}}$ was bounded with the Poisson distribution as:

$$Q(m, K) \leq P_{\text{succ}} \leq Q(m, K) + \frac{1}{2} \sum_{i=1}^{M} M_i \ln^2(q_i)$$  \hspace{1cm} (2.18)

where,

$$Q(m, K) = \sum_{j=0}^{K} \frac{e^{-\lambda(m)}[\lambda(m)]^j}{j!}$$  \hspace{1cm} (2.19)

and,

$$\lambda(m) = \sum_{i=1}^{n} \ln(q_i^{-M_i}) = -m^T \ln(q)$$  \hspace{1cm} (2.20)

and $\ln(q) = [\ln(q_1), \ln(q_2), ..., \ln(q_n)]^T$ is the natural logarithm of the vector of probabilities of success. [65] shows the tightness of the approximation, and that it is appropriate to use $Q(M, K)$ for the purpose of approximating the probability of success in $k$-out-of-$n$ algebraic structures, which is equivalent to the probability of successful reception of $M$ out of $M + K$ packets.

The Poisson Approximation is a good candidate to replace the Algorithm 1, since very good values of $P_{\text{succ}}$ can be obtained in relatively few steps. For example, with just 10 iterations we can calculate $Q(\lambda(m), K)$ with precision of less than $10^{-6}$ (note $10! > 3 \times 10^6$).
Chapter 3

Optimum Resource Optimization

In this chapter, we study the problem of path diversification in two cases. First, we assume that the source does not have any knowledge about the status of the parallel paths. In this case, the source distributes the segments uniformly over the paths. We refer to this technique as the blind path diversification. We discuss the performance of blind path diversification in Section 3.1 and show that it outperforms the single-path transmission. Second, we assume that some performance metrics of the parallel paths are available at the source (we have shown how to obtain these performance metrics about the paths in Section 2.2). In this case, the source can use one of optimal approaches P1-P4 to distribute the segments over parallel paths, every time it has new information about the paths. We show how to perform the optimizations P1-P4 in Sections 3.2-3.5. Each optimization results in the allocation vector $\mathbf{m} = [M_1, M_2, .., M_n]^T$ and the number of parity packets $K$, needed to satisfy the QoS constraints and minimize or maximize the objective function.

3.1 Blind Path Diversification

In this section, we examine the performance of blind path diversification. In blind path diversification, no knowledge of the performance of parallel paths is available at the source.
Assume that there are $M$ segments offered by the connection and $K$ parity segments generated by the source node. The source node distributes the segments between the $n$ available paths. In blind path diversification, the source deploys $\frac{M+K}{n}$ segments on each path; for simplicity, we assume that $\frac{M+K}{n}$ is an integer number. We argue that blind path diversification has a higher probability of success than the single-path transmission for large values of $K$.

We model the wireless channel as a Markov chain with multiple states. Each state corresponds to a certain probability of fragment loss. This is a commonly used model in wireless networks [70] since this channel is statistically similar to the actual channel in wireless networks. We show a sample model with 4 states in Fig. 3.1. Good channel corresponds to a low value of fragment loss, $p_i(3)$, and the bad channel corresponds a high value of fragment loss $p_i(0)$. If the channel has only two states it corresponds to the Gilbert-Elliott model [71]. The Gilbert-Elliott channel is commonly used to model very bursty connections, and can be used for modelling wireless connections in ad hoc networks [72]. An alternative model uses multiple states and has been proposed in [73] to replace the Gilbert-Elliott model in wireless networks. In both models, there are GOOD and BAD states, corresponding to good and bad channels. We study the blind path diversification in two extreme cases using these models.

![Markov Chain Channel Model](image-url)

Figure 3.1: Markov Chain Channel Model

In the first case, we assume that $K$ is very small compared to $M$. This case corresponds to a high value of efficiency. In a multiple-path transmission, since $K$ is small we need most of the segments from each path to arrive at the destination in order to reconstruct the
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original packet. For a channel that is in one of the BAD states, most of the transmitted segments will be lost. So, we will need to have all parallel paths to be in GOOD state simultaneously. Since the paths move independently among the states, the probability of this event will be small. On the contrary, for a single-path transmission, when the channel is in GOOD state, most of the segments will succeed. Since the probability of having a GOOD state along a single path is higher than the probability of having simultaneous GOOD state across multiple paths, we can conclude that single path transmission will result in better performance. Note that in this case, since $K$ is small, the erasure coding is not effective.

In the second case, we assume that $K$ is large compared to $M$. This case corresponds to a low value of efficiency. For large values of $K$, the packet can be reconstructed even if few of the channels are in GOOD state. Note that the probability of having a single channel in the BAD state is more than that of having multiple channels simultaneously in the BAD state. So, we can expect that for higher $K$, multipath transmission will perform better.

We perform Monte-Carlo simulations in which we transmit $N = 5000$ packets over a Gilbert-Elliott channel. The channel has a GOOD and a BAD state. Packets are much more likely to be lost in the BAD state than in the GOOD state. In GOOD state, $q_i = 0.7$, and in BAD state $q_i = 0.3$. The transitions from the GOOD state to the BAD state form a Markov Chain. For simplicity, we assume the channel only changes states between the transmissions of packets. We distribute the fragments uniformly over the $n$ paths. In Fig. 3.2, we show the likelihood of packet recovery as the number of paths increases. It is clear that for large values of $K$, the performance of the erasure code increases with the number of paths.

Note that in practice, we would like to have a high probability of success. Therefore, we should operate the network in a region that corresponds to $P_{\text{succ}}$ higher than a threshold. On the other hand, we would like to have an acceptable level of efficiency. These two constraints considered together will need a minimum number of parallel paths in the network. For instance, in Fig. 3.2, for $P_{\text{succ}} \geq 0.9$, and $\eta \leq 0.42$, we will need at least $n = 10$ paths. In
this figure, we also show a case in which at each time instant all segments are transmitted on
the best path. This case has been denoted by “Maximum” in the graph. Note that sending
all segments on the best path substantially increases the performance.

We also show the performance of multipath diversity in Fig. 3.3 for a five-state Markov
Chain channel. The figure shows the average reliability that can be achieved with blind
path diversification. In this model, the channel changes gradually between the GOOD and
BAD states, and the states form a Markov Chain with $\mathbf{q} = [0.3, 0.4, 0.5, 0.6, 0.7]^T$. We also
assume that the channel only changes state between packet transmissions. Note that for this
channel, we will also need to have multiple paths to achieve both high probability of success
and acceptable efficiency.

We now show how blind path diversification performs when it is used with the selective-
repeat ARQ protocol. selective-repeat ARQ protocol can be used to approximate the effi-
ciency of TCP since only the lost packets are retransmitted in both protocols. We show in
3.1. Blind Path Diversification

Figure 3.3: Performance of Blind Diversification for Markov-Chain Channel

Appendix B that the efficiency of selective-repeat ARQ approximated as:

$$\eta_{SR} = \bar{q}$$  \hspace{1cm} (3.1)

where $\bar{q}$ is the average packet loss in the network. We use the same approximation as [74] to derive this value for the efficiency. We also show in Appendix B that the efficiency of selective-repeat ARQ in path diversified networks can be approximated as:

$$\eta_{SR-D} = \epsilon \frac{M}{M + K} = \epsilon \eta$$  \hspace{1cm} (3.2)

where $\eta$ is the efficiency of path diversification and $\epsilon$ is the minimum reliability in the network. We show the plot of the minimum reliability we can achieve with blind path diversification in Fig. 3.4.

We show the efficiency we can expect from selective-repeat ARQ in Fig. 3.5. We can see
from the figure that blind path diversification cannot match the efficiency of selective-repeat ARQ. However, it is important to note that the efficiency as defined in this thesis relates to the overhead introduced to transmit the data stream correctly, and not to the decrease in throughput due to the use of the scheme. In fact, we have shown in Section 2.3 that due to the limitations of TCP we can expect a significant increase of TCP throughput with blind path diversification, since we can make the minimum reliability arbitrarily high as shown in Fig. 3.4. Nevertheless, Fig. 3.5 shows that we may be able to achieve efficiency better than the selective-repeat ARQ efficiency if we optimize the way packets are distributed.

We show how the performance of “blind” diversification can be improved in the next chapter. So far, we have assumed that no knowledge of the performance along the parallel paths is available at the source node. We saw in Fig. 3.2 and Fig. 3.3 that with this approach it is not possible to increase the efficiency beyond 40% for a large value of reliability. We saw in both figures that if we could find the path with the maximum $q_i$ and transmit all segments
3.2. Maximization of $P_{\text{succ}}$ (P1)

In this section, we modify blind path diversification to maximize the network reliability. We have shown in Section 2.3 the improvement of long term TCP throughput with the increase network reliability. So, this optimization is very important to make ad hoc networks accessible to regular traffic. We defined this maximization as problem P1 in Section 1.5 and we defined network reliability as the probability of successful packet transmission in Section 1.2.1. We will use the results of this section in later sections when we optimize the efficiency, energy use, and network lifetime.

Figure 3.5: Efficiency of Selective-repeat ARQ with Blind Diversification

along that path, we could have had a much higher efficiency. In the rest of the thesis, we will assume that some performance metrics are available at the source node and will try to use these metrics to devise optimum schemes for the distribution of segments along parallel paths.
Optimization P1 minimizes the number of retransmitted packets in the network, by maximizing $P_{\text{succ}}$ the probability of successful packet transmissions. We solve the optimization with a polynomial-time “greedy” algorithm. The algorithm also uses constraints on the paths to implement load balancing in the network.

Formally, we define optimization P1 as the following mathematical program:

$$\begin{align*}
\text{Maximize:} & \quad P_{\text{succ}}(m, K, q) \\
\text{Subject to:} & \quad m^T 1 = K + M \\
& \quad 0 \leq m \leq M_{th}
\end{align*}$$

(3.3)

where $1$ is a vector of 1s, and $\leq$ indicates a member-wise comparison. We assume that the source node has access to the information about path reliability, and the maximum number of packets that can be sent on each path.

We first note that $P_{\text{succ}}$ is a monotonically increasing function of $K$. This is clear from (2.10) since $P_{\text{succ}}$ is defined as the cumulative distribution function (c.d.f.) of the random variable $W$. We will assume that $K$ is fixed since $P_{\text{succ}}$ can always be increased by increasing $K$. The optimization of $P_{\text{succ}}$ is constrained by the maximum number of packets that can be transmitted on each path. The thresholds on each path are chosen with the use of (2.7) as shown in Section 2.2.

Intuitively, the probability of success should be maximized when the fragments are transmitted on the paths with the highest probability of successful fragment transmission, $q_i$. In an ideal situation, the source node would have the perfect information about each of the paths in the network and it would always be able to transmit each fragment on the path with the highest value of $q_i$. However, the source will never have the perfect information about each of the paths. We approximate this by fixing $q_i$ on each path for some period $M_i^{(p)}$, which means we expect the probability of fragment loss to be constant for the next $M_i^{(p)}$ transmissions. We also limit the number of fragments that can be transmitted on each
3.2. Maximization of $P_{\text{succ}}$ (P1)

Algorithm 2 MAXIMIZE-PSUCC($q, K, M_{th}$)

Require: $\forall i > j, q_i \geq q_j$

Ensure: $m^T 1 = M + K$

i ← 1, $M_{\text{total}}$ ← 0, $\forall i, m_i$ ← 0

1: while $i \leq n$ and $M_{\text{total}} \neq M + K$ do

2:     $m(i) \leftarrow \max(M_{th}^i, M + K - M_{\text{total}})$

4:     $M_{\text{total}} \leftarrow M_{\text{total}} + m(i)$

i ← i + 1

6: end while

7: if $M_{\text{total}} \neq M + K$ then

8:     $m = \emptyset$

9: end if

10: return m

path with QoS constraints (2.7), that includes $M_i^{(p)}$, as $M_i^{(th)}$.

Suppose the paths are sorted so that the increase in the index means there is a higher probability of fragments loss, $p_i$, on the path with higher $i$. We can find the optimal solution for optimization (3.3) with a “greedy” algorithm. The algorithm assigns the maximum number of fragments, $M_1^{(th)}$, to the path with the lowest probability of failure (path 1), and then the maximum number of fragments to the path with the next lowest probability of failure, and so on, until all the packets are assigned to some path. For the special case of $M_{th} = \infty$ the optimization becomes resource-unconstrained, similar to the optimization in [23], and all the fragments should be assigned to the first path. Formally, we perform the optimization with the use of Algorithm 2. We show the correctness of the algorithm in Theorem 3 by using the recursive relation (2.13). We show the complexity of the algorithm is $O(n)$ in Theorem 4.

Theorem 3 (Correctness Of Algorithm 2). Algorithm 2 gives a packet allocation on the paths in the network that maximizes $P_{\text{succ}}$.

Proof. Suppose that after allocating $l$ packets, $M_i < M_i^{(th)}$ and $M_j < M_j^{(th)}$, $M_j^{(th)} > 0$. Let us assign the packet $l + 1$ to path $j$, even though $p_j > p_i$. We assume, without loss of
generality, the case where \( K \leq l \). At step \( l + 1 \) of the evaluation of \( P_{\text{succ}} \), we have by (2.13):

\[
P^{(l+1)}_{\text{succ}}(q, K) = \sum_{j=1}^{K} c^{(l+1)}_j = q_{l+1} \sum_{j=1}^{K} c^{(l)}_j + p_{l+1} \sum_{j=2}^{K} c^{(l)}_{j-1}
\]

\[
= q_{l+1} c^{(l)}_K - [q_{l+1} + p_{l+1}] \sum_{j=1}^{K-1} c^{(l)}_j
\]

\[
= q_{l+1} c^{(l)}_K - c^{(l)}_K + \sum_{j=1}^{K} c^{(l)}_j
\]

\[
= -p_{l+1} c^{(l)}_K + P^{(l)}_{\text{succ}}(q, K)
\]

Clearly, \( P_{\text{succ}} \) is going to be greater if \( p_{l+1} = p_j \), rather than if \( p_{l+1} = p_i \). So, we should assign \( M_i^{\text{th}} \) packets to path \( i \).

The proof is based on the case where \( p_j > p_i \). In the case where \( M_i < M_i^{(\text{th})} \) and \( M_j < M_j^{(\text{th})}, M_j^{(\text{th})} > 0 \) and \( p_j = p_i \) assigning the packet to either path results in an equally optimal solution which proves the theorem.

\[\square\]

**Theorem 4 (Complexity Of Algorithm 2).** Complexity of Algorithm 2 is \( O(n) \).

**Proof.** We assume that all operations take an equal amount of time. We note that the worst case performance of the algorithm is given by \( T_{\text{worst}}(n) = 4n \) when \( \forall j : 1 \leq j \leq n - 1 \sum_{i=1}^{j} M_i^{\text{th}} < M + K \). Clearly, this means that the algorithm is \( O(n) \). \[\square\]

We can also solve the \( \{0,1\}\)-integer program with this technique. We arrive at the \( \{0,1\}\)-integer problem if the probabilities of fragment loss are not uniform on each path. For example, the probability of fragment loss may increase with consecutive fragment transmissions. We can use the method of Algorithm 2 with minor modifications. We consider every possible packet transmission and the fragment loss for this transmission, there are a total of \( \sum_{i=1}^{n} M_i^{\text{th}} \) possible slots, for each fragment that can be sent on every path. We send the fragments in \( M + K \) slots which have the highest probability of success. The complexity of
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the algorithm changes to \( \Theta(M + K) \). We omit the proof of this claim.

We now compare the optimal solution of Algorithm 2 with the optimizations that use
the Poisson and the Normal Approximation of \( P_{\text{succ}} \).

3.2.1 Optimization of \( P_{\text{succ}} \) through the Poisson Approximation

We showed in Section 2.3 how the \( P_{\text{succ}} \) can be calculated with the Poisson approximation
for the sum of independent Bernoulli random variables \( Q(m, K) \) with (2.18). If we use the
Poisson approximation for \( P_{\text{succ}} \), optimization (3.3) becomes:

\[
\begin{align*}
\text{Maximize:} & \quad Q(m, K) = \sum_{j=0}^{K} \frac{e^{-\lambda(m)} [\lambda(m)]^j}{j!} \\
\text{Subject to:} & \quad m^T 1 = K + M \\
& \quad 0 \preceq m \preceq M_{\text{th}}
\end{align*}
\]

(3.5)

and \( \lambda(m) \) is given by (2.20).

We can perform the optimization P1 this way since \( Q(m, K) \) gives us the lower bound
on \( P_{\text{succ}} \). The lower bound guarantees that the solution of (3.5) will always be lower than
the actual solution of (3.3). So, we can use the optimal solution of (3.5) as the sufficient
condition to guarantee that the actual reliability will be higher than some threshold \( \epsilon \), even
if the allocation itself is suboptimal.

We now show two methods to optimize the (3.5), first with optimize the problem with
Convex optimization and second we optimiza the problem with an exact solution. We show
that the exact solution of (3.5) results in Algorithm 2.

Convex Optimization with the Poisson Approximation

In order to optimize (3.5) with Convex optimization we need to change the constraint set to
include only the allocation vectors for which \( Q(m, K) \) is concave. We show in Appendix A
how to make $Q(m, K)$ a concave function for a fixed $K$, by adding the constraint:

$$K - \lambda(m) \geq 0$$  \hfill (3.6)

to the feasible set of $m$. So, optimization (3.5) becomes:

Maximize: $Q(m, K) = \sum_{j=0}^{K} \frac{e^{-\lambda(m)}[\lambda(m)]^j}{j!}$

Subject to: $m^T 1 = K + M$

$$K - \lambda(m) \geq 0$$

$$0 \leq m \leq M_{th}$$

Adding the constraint allows us optimize the the objective function $Q(m, K)$ with the use of Convex programming [75]. Unfortunately, this convex optimization results in low values of efficiency since the new constraint limits the feasible set for which we can use convex optimization. We give an argument to show that point. Suppose, that the the mean of $\ln(q)$ is given by $\bar{q}_{ln}$. We can then the mean of $\lambda(m)$ is given by:

$$E\lambda(m) = -\sum_{i=1}^{n} M_i E\ln(q_i) = -\bar{q}_{ln} \sum_{i=1}^{n} M_i = -\bar{q}_{ln}(M + K)$$  \hfill (3.8)

So, we can use (3.6) to give find the expected value of efficiency for which we can solve (3.7):

$$K \geq \lambda(m) \approx -\bar{q}_{ln}(M + K) \leftrightarrow \frac{K}{M + K} \geq -\bar{q}_{ln}(M + K) \leftrightarrow \eta \leq 1 + \bar{q}_{ln}$$  \hfill (3.9)

However, in cases where the probability of $P_{succ}$ needs to be large (so that $\eta$ is relatively small), the approximate optimization may be more efficient to perform if the number paths in the network $n$ is large.
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Exact Calculation with the Poisson Approximation

We now show that the maximization through the Poisson approximation can be solved exactly by using the properties of the $Q(m, K)$ function. We show in Appendix A that:

$$\frac{\partial Q}{\partial M_i} = -\frac{\partial \lambda}{\partial M_i} e^{-\lambda(m)} \frac{[\lambda(m)]^K}{K!} < 0 \quad (3.10)$$

which means that $Q(m, K)$ is a decreasing function of $\lambda(m)$ for a fixed $K$. This means that we can maximize the probability of success by minimizing $\lambda(m)$. So, the optimization (3.5) becomes:

Minimize: $\lambda(m) = m^T \ln(q)$

Subject to: $m^T 1 = K + M$

$$0 \leq m \leq M_{th} \quad (3.11)$$

Optimization (3.11) can be solved exactly for $m \in \mathbb{R}^n$ with the use of Algorithm 2, since the sort of $\ln(q)$ and $q$ result in the same ordering of paths in the network. So, the Poisson approximation of $P_{\text{succ}}$ and the exact optimization of $P_{\text{succ}}$ yield the same resource allocation.

3.2.2 Optimization of $P_{\text{succ}}$ through the Normal Approximation

The assumption of independent fragment transmissions was also used in [23], [64]. In that work, the optimization of $P_{\text{succ}}$ was performed with the use of the Central Limit Theorem with the Normal approximation:

$$P_{\text{succ}}(m, K) \approx 1 - \operatorname{erf} \left( \frac{K - \sum_{i=1}^{n} q_i M_i}{\sqrt{\sum_{i=1}^{n} p_i q_i M_i^2}} \right) \quad (3.12)$$
The optimization of $P_{\text{succ}}(m, K)$ becomes the maximization:

$$\text{Maximize: } \frac{\sum_{i=1}^{n} q_i M_i - K}{\sqrt{\sum_{i=1}^{n} p_i q_i M_i^2}}$$

Subject to: $m^T 1 = K + M$ \hspace{1cm} (3.13)

$$0 \leq m \leq M_{th}$$

This approximation results in a suboptimal solution to the problem, since the Normal approximation is not a very good way to approximate $P_{\text{succ}}$, as will be shown later in Chapter 4.

There are two ways to perform the optimization (3.13). First, the approximation has a convex programming solution if the fractional programming theory is used [76]. Second, the authors of [23, 64] chose to perform the optimization with a custom algorithm. The algorithm results in a packet allocation that is suboptimal. [23] also does not include a bound on the precision of the Normal approximation, for the case of unequal packet success probabilities. We will compare the exact results with [23] through simulations in Chapter 4.

### 3.3 Maximization of Efficiency (P2)

In this section, we solve problem P2, where we maximize the efficiency of path diversification. The efficiency $\eta$ is a good way to measure the effectiveness of path diversification. For example, the overhead of the transport layer is directly related to the energy consumption in the network. We defined the efficiency as the overhead in the system $\eta$ in Section 2.1. Once the efficiency of path diversification is maximized we see the improvement of the whole system including the upper layer protocols such as TCP.

Optimization P2 finds the maximum efficiency $\eta$ for which path diversification can provide a requested level of network reliability, and the packet allocation scheme for which network reliability is satisfied. We optimize the efficiency $\eta$ with a polynomial time algorithm based on the principles used in Algorithm 2.
Formally, we define optimization P2 as the following mathematical program:

Maximize: \( \eta(m, K) = \frac{M}{M + K} \)

Subject to:
\[
P_{\text{succ}}(m, K, q) \geq \epsilon
\]
\[
m^T 1 = M + K
\]
\[
0 \preceq m \preceq M_{\text{th}}
\]

The optimization of \( \eta \) on its own is trivial (i.e. \( \eta \) is maximized when \( K = 0 \)), so we perform the optimization with the constraint of minimum network reliability \( P_{\text{succ}} \geq \epsilon \) where \( \epsilon \) is a QoS parameter supplied by the connection.

We first note that \( \eta(m, K) \) is a monotonically decreasing function of \( K \) since \( M \) is constant. So, \( \eta(m, K) \) is maximized when \( K \) is minimized and the equivalent optimization is:

Minimize: \( K \)

Subject to:
\[
P_{\text{succ}}(m, K, q) \geq \epsilon
\]
\[
m^T 1 = M + K
\]
\[
0 \preceq m \preceq M_{\text{th}}
\]
\[
0 \leq K \leq K_{\text{max}}
\]

where we added the last constraint as the search criteria for the algorithm that finds the solution.

We are guaranteed to find the solution to optimization (3.15) for \( K_{\text{max}} = \infty \), since \( P_{\text{succ}}(m, K, q) \) is a c.d.f. with the argument \( K \). So, for \( \epsilon < 1 \) we are always going to find a feasible solution for some \( K < \infty \). However, we limit the range of possible values of \( K \) by requiring that the efficiency be greater than some value \( \eta(m, K) \geq \delta \). Given \( \delta \) we calculate
the maximum $K$, $K_{\text{max}}$, as follows:

$$K_{\text{max}} = \frac{1 - \delta}{\delta} M$$

(3.16)

We can determine an appropriate $\delta$ by using the properties of the upper layer transport layer. For example, if the higher level transport layer is TCP we can use selective-repeat ARQ to model the efficiency of the protocol. We have derived the efficiency of selective-repeat in Appendix B using the approximation of [74]. If we use (B.4) we can set the limit on the maximum number of parity packets that can still improve the efficiency:

$$\eta_{\text{SR}} \leq \eta_{\text{SR-PD}} \rightarrow \epsilon \frac{M}{M + K_{\text{max}}} \geq \bar{q} \rightarrow \delta \geq \frac{\bar{q}}{\epsilon}$$

(3.17)

were we use $\bar{q}$ to approximate empirical packet success rate on the channel. We arrive the left side of the equation by noting that the efficiency of the whole system should be greater than the efficiency of the selective-repeat ARQ. However, we may never be able to achieve this level of efficiency due to the assumptions we made in Appendix B so this estimate should only be used as a first order estimate for the minimum $\delta$. Fig. 3.6 shows the acceptable $\delta$ for which the overall system is more efficient than the selective-repeat ARQ on its own. For example, for the average packet loss of $\bar{q} = 0.75$ and minimum reliability of $\epsilon = 0.94$ the efficiency of path diversification has to be larger than 0.8, to outperform the performance os selective-repeat ARQ. The acceptable region of $\delta$ is below and to the right of the the line indicating the minimum $\delta$.

We can perform the optimization (3.15) with a linear search over at most $K_{\text{max}}$ items. Algorithm 3 shows how to perform the linear search. At every step if the solution is not found, the algorithm adds one more parity packet and assigns it to a path with the lowest probability of failure with available resources. The algorithm ensures that the search finds the optimal number of extra parity packets $K$ since it assigns the packets in the most optimal
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The algorithm may not find a solution for \( K \) in \( 0 \leq K \leq K_{\text{max}} \). In such a case, we declare that the packet cannot be transmitted in the network. This case corresponds to the probability of blocking. However, if the connection is willing to accept lower reliability (decrease \( \eta \)), or pay for lower efficiency (increase \( K_{\text{max}} \)) the blocking can be avoided.

The algorithm checks the validity of the solution by evaluating \( P_{\text{succ}} \) using Algorithm 1 proposed in Section 2.3.1. We also note that more efficient implementations of Algorithm 3 can be obtained if we use the recursive relationship (2.13). We will not discuss these techniques here.

**Theorem 5 (Correctness Of Algorithm 3).** Algorithm 3 minimizes network utilization subject to \( P_{\text{succ}} \geq \epsilon \).

**Proof.** First, we note that \( P_{\text{succ}} \) is monotonically increasing function of \( K \), so increase in \( K \) increases \( P_{\text{succ}} \). We also note that every time we add a fragment we do that at the most optimal way to satisfy the \( P_{\text{succ}} \) constraint since we add it to the path with the highest probability of success that still has available space. This ensures that \( P_{\text{succ}} \) can only be
increased by adding more parity fragments. Second, we note that the algorithm adds the parity fragment in increments of 1 at every step, so at every increment of $K$ the next most optimum solution is explored, until all the solutions are considered.

The complexity of this algorithm is $O(K_{\text{max}}M(M + K_{\text{max}}))$. The proof of this statement follows the proof of Theorem 4, so we omit it. Better solution times can be achieved ($O(6 \times K_{\text{max}})$) by using the Poisson approximation to evaluate the solution instead of the exact evaluation, as we discussed in Section 2.3.2.

We can also solve the $\{0, 1\}$-integer version of this problem (for the non-uniform probabilities of packet loss). Algorithm 3 can be modified in a similar way as Algorithm 2 in Section 3.2. The main idea is to consider the $\sum_{i=1}^{n} M_i^{th}$ slots where the algorithm can assign the fragments, and choose the top $M + K$ slots to assign the packet. Each slot corresponds to a probability of successful fragment transmission $q_i(j)$. The algorithm can be modified to add each new parity fragment to the slot with the highest probability of successful frag-
3.4 Minimization of Energy Consumption (P3)

In this section, we solve problem P3, where we minimize the total energy used by the connection, while the level of reliability and efficiency is maintained for the connection. This optimization is an example for path diversification to achieve more than just the basic QoS in the network. The optimization does not find the global minimum energy solution in the network, which would also minimize the total power spent by the source node. However, path diversification offers a good way to provide load balancing, which increases the overall network lifetime. We use the Poisson approximation for the network reliability bound, so that the optimization can be solved with linear programming.

In order to provide a solution for optimization P3, we assume that the source node has access to the information about energy consumption on each path in the network. We have shown in Section 2.2 how the energy consumption on the paths can be determined by probing the downstream nodes. We use the vector $E_b = [e_1^{(b)}, e_2^{(b)}, \ldots, e_n^{(b)}]^T$ to indicate per-bit energy consumption on each path. So, the total amount of energy spent to transmit the $M + K$ fragments is given by:

$$E_{\text{Total}}(\mathbf{m}, E_b) = \mathbf{b}^T \mathbf{E}_b,$$

the optimization P3 minimizes the objective function $E_{\text{Total}}(\mathbf{m}, E_b)$. The optimization is
given as the following mathematical program:

\[
\begin{align*}
\text{Minimize:} & \quad E_{\text{Total}}(\mathbf{m}, \mathbf{E}_b) = b \mathbf{m}^T \mathbf{E}_b \\
\text{Subject to:} & \quad P_{\text{succ}}(\mathbf{m}, K) \geq \epsilon \\
& \quad \eta(\mathbf{m}, K) \geq \delta \\
& \quad \mathbf{m}^T \mathbf{1} = M + K \\
& \quad 0 \leq \mathbf{m} \leq M_{\text{th}}
\end{align*}
\]

where \( \epsilon \) is specified by the connection and \( \delta \) can either be specified by the connection or determined with the efficiency of upper layer protocols, as shown in Section 3.3. For \( \epsilon = 0 \) and \( \delta = 0 \) the optimization becomes trivial and amounts to a “greedy” algorithm similar to Algorithm 2, except that the paths are sorted in the order of increasing energy.

Note that the non-linearity of \( P_{\text{succ}} \) makes it possible that we can achieve lower energy consumption with a higher number of transmitted packets. For example, we can have a situation where we have path with high reliability and high energy consumption, and a path with low reliability and low energy consumption. Adding fragments to the path with low reliability, and subtracting fragments from the path with high reliability may decrease energy and still increase overall reliability.

In fact, the minimization in (3.19) is very difficult to solve due to the non-linearity of \( P_{\text{succ}} \). We have no way of knowing the convexity of the function, since we have no closed form solution for it. However, the Poisson Approximation (2.18) gives a closed form approximation. One way to approach the problem would be to transform the minimization into a convex problem using the results of Appendix A, however we showed in Section 3.3 that this approach puts an upper bound on efficiency \( \eta \), which may make most solutions infeasible due to the constraint that \( \eta \geq \delta \). We use the properties of the derivative of \( Q(\mathbf{m}, K) \) to transform the optimization into a linear program.

We transform the problem into a linear programming problem by using the fact that
$Q(m,k)$ is a monotonically decreasing function of $\lambda(m)$ for a fixed $K$. So, for a given $K$ there exists $\alpha(K)$ such that:

$$
\lambda(m) \leq \alpha(K) \rightarrow Q(m, K) \geq \epsilon \rightarrow P_{\text{succ}}(m, K, q) \geq \epsilon
$$

(3.20)

we show the behaviour of $\alpha(K)$ in Fig. 3.7.

![Minimum $\lambda$ vs. $K$](image)

**Figure 3.7:** $\alpha(k)$ as the function of $\epsilon$

We note two facts about $\alpha(K)$. First, we do not need to know the precise value of $q$ to calculate $Q(m, K)$, so we only need to tabulate $\alpha(K)$ for the values of $\epsilon$ that we allow the connections to specify. Second, for values of $K > 5$, $\alpha(K)$ is practically a linear function. We will use both of these to find the solution for (3.19). We will use the table in the first method and the linearity in the second method.
Full Search with the Linear Approximation (Emin-1)

We now simplify the problem by using the results of optimizations P1 and P2 and the Poisson approximation. The solution of the optimization is to search for an allocation \( m \) which has the minimum energy consumption and satisfies the constraints of the problem. We approximate the reliability constraint with \( \alpha(K) \) and search over all \( K \). We modify the optimization as follows:

\[
\min E_{\text{Total}} = \min_{1 \leq k \leq K_{\text{max}}} \{ \min \tilde{E}_{\text{Total}}(m, E_b) \}
\]  

(3.21)

where \( \tilde{E}_{\text{Total}}(m, E_b) \) is the minimum energy for some value of \( k \). We also omit the constraint set in (3.21) to make the equation simpler. So, we can approximate (3.19) by finding the minimum \( \tilde{E}_{\text{Total}}(m, E_b) \) that solves the following problem for all \( 1 \leq k \leq K_{\text{max}} \):

Minimize: \( \tilde{E}_{\text{Total}}(m, E_b) = b m^T E_b \)

Subject to: 
\[- m^T \ln(q) \leq \alpha(k)\]
\[m^T 1 = M + k\]
\[0 \leq m \leq M_{\text{th}}\]

we use the lower case \( k \) to indicate that \( k \) is a constant in the optimization.

However, we can improve the running time of this search significantly if we limit the range of \( K \). From optimizations P1 and P2 we can put the bound on \( K \) from the \( P_{\text{succ}} \) and \( \eta(m, K) \) constraints in (3.19). First, we find \( K_{\text{min}} \) by solving P2 as described in Section 3.3. Second, we can find \( K_{\text{max}} \) with (3.16). However, we can further restrict the range of \( K \) by finding the maximum \( K \) for which \( E_{\text{Total}} \) is still smaller than the minimum energy that can be achieved with \( K_{\text{min}} \). We can find this by using an algorithm similar to Algorithm 3, where the stopping criteria can be calculated by comparing \( E_{\text{Total}} \) with the energy that is obtained for \( K_{\text{min}} \), and the paths are sorted by increasing energy consumption. This assures that we
only take into account values of $K$ in the feasible region of (3.19) and do not search in the region where the solution cannot be found.

Optimization (3.22) is a standard integer linear programming problem that can be solved with well-known techniques. Unfortunately, this is still a difficult problem to solve since it is an integer problem, and the constraint matrix is not unimodular\(^1\) [77]. However, we can solve the integer version of the problem by using linear programming and the *branch and bound* technique, or by using convex programming (to solve the linear program) and the branch and bound technique, or any other integer programming technique. Nevertheless, in practical situations, there will only be a few of variables in the optimization (the number of paths), which should make the running time reasonable.

**Full Linear Approximation (Emin-2)**

We now improve the performance of the search by a factor of $\Theta(\Delta K)$, where $\Delta K = K_{\text{max}} - K_{\text{min}}$, by using the apparent linearity of $\alpha(K)$ to approximate the problem further. We approximate $\alpha(K)$ as a straight line for a given $\epsilon$:

$$\alpha(K) \approx s(\epsilon)K + c(\epsilon)$$  \hspace{1cm} (3.23)

the slope $s(\epsilon)$ and constant $c(\epsilon)$ can be obtained with any number of techniques and stored on the nodes prior to field deployment of the nodes. We plot $s(\epsilon)$ vs. $\epsilon$ in Fig. 3.8.

With this modification we can optimize $E_{\text{Total}}(m, K, E_{\text{th}})$ directly, by approximating

---

\(^1\)A unimodular matrix consists of sub-matrices whose determinants can only be \{-1, 0, +1\}
Figure 3.8: \( s(\epsilon) \) vs. \( \epsilon \)

(3.19) with a linear program:

Minimize: \( E_{\text{Total}}(\mathbf{m}, K, \mathbf{E}_b) = b\mathbf{m}^T\mathbf{E}_b \)

Subject to: \(-\mathbf{m}^T\ln(\mathbf{q}) - s(\epsilon)K \leq c(\epsilon)\)

\[
0 \leq K \leq \frac{1 - \delta}{\delta}
\]

(3.24)

\[
\mathbf{m}^T \mathbf{1} - K = M
\]

\[
0 \preceq m \preceq M_{th}
\]

We can also solve this approximation with a linear programming techniques or convex programming techniques, similar to minimization (3.22).
3.5 Maximization of Network Lifetime (P4)

In this section, we solve optimization P4, maximization of network lifetime. We have defined the network lifetime earlier as the time until one of the nodes spends all of its energy. The loss of a node results in higher load on the rest of the network and in sensor networks it may result in loss of data. In a remote ad hoc network, lifetime is a key design issue since there may be no way to recharge the node with no energy and put it back into service. This is also a key issue in deploying ad hoc networks were the nodes can be recharged, since a part of the deployment must be a recharging plan. This optimization is a second application in which we show how path diversification can be used to achieve more than just simple QoS in the network.

Optimization P4 maximizes the network lifetime by maximizing the lifetime of the path with the minimum lifetime. When there are no QoS restrictions this optimization can be solved with “water-filling”. However, just as in the optimization P3 with the QoS constraints the problem becomes difficult, so we use the Poisson approximation to solve the optimization with a linear approximation.

We have shown in Section 2.2 how to calculate the lifetime for a path using (2.8). The network lifetime, from the source node point of view, is the time at which one of the paths will break because the energy on that path has run out. So, the lifetime of the network from the source node point of view is given by:

\[ T_{\text{net}}(m) = \min_{1 \leq i \leq n} \{ T_i \} = \min_{1 \leq i \leq n} \left\{ \frac{D_i M_i^{(e)}}{M_i} \right\}, \quad 0 \preceq m \preceq M_{\text{th}} \]  \hspace{1cm} (3.25)

we use the condition $0 \preceq m \preceq M_{\text{th}}$ to indicate the domain of the function $T_{\text{net}}(m)$. We note that $M_i^{(e)}$ is also used in the domain part of the equation, as the maximum number of fragments that can be transmitted before the energy on the path runs out. We also note that in practice the paths where $M_i^{(d)} > M_i^{(e)}$ should not be used in the optimization P4.
since the use of such paths may in fact result in the drainage of power in one of the nodes, which is opposite to the result P4 strives to avoid.

We use the network lifetime time $T_{\text{net}}(m)$ as the objective function for optimization P4, so the optimization P4 becomes:

Maximize: $T_{\text{net}}(m) = \min_{1 \leq i \leq n} \left\{ \frac{D_{M_i}^{(e)}}{M_i} \right\}$

Subject to:

\begin{align*}
& P_{\text{succ}}(m, K, q) \geq \epsilon \\
& \eta(m, K) \geq \delta \\
& m^T 1 - K = M \\
& 0 \leq m \leq M_{\text{th}}
\end{align*}

We add two QoS constrains, consistent to the requirements that

- P4 should achieve guaranteed level of reliability
- P4 should limit the number of parity fragments, $K$.

Maximization (3.26) is similar to the optimization of network lifetime defined in [53]. In fact, when there are no QoS constraints, it is easy to show that this optimization yields the same result as the optimization of [53], when paths are selected to increase the network lifetime. However, the use of path diversification allows us to optimize the network lifetime at the source node and not have to resort to an approximate flow redirection algorithm on each node in the network.

We could also add a constraint for the total energy spent in the network:

\[ E_{\text{Total}}(m, E_b) = bm^T E_b \leq E_{\text{max}}. \] (3.27)

There are two reasons to add this constraint. First, the energy spent by the connection can be used for pricing at the source node. For example, total energy consumption will depend
on the number of parity fragments used to increase the reliability, as well as the number of actual data fragments. Both of these reflect on energy consumption in the network. Second, even if the lifetime of the network is maximized, from the source node point of view, path diversification does not assume anything about the way the paths were picked. So, it is possible that the network load picked to maximize “network lifetime” may consume more than the network load that minimizes total energy consumption in the network, thus decreasing the actual network lifetime. The source node can use the energy restriction to prevent this from happening. Nevertheless, the addition of this constraint does not change the solution of the optimization significantly, so we ignore it.

In order to solve (3.26) we convert it to a minimization problem with a simpler objective function. We note that the objective function \( T_{\text{net}}(m) \) is concave and that

\[
T_{\text{net}}^{\text{cvx}}(m) = \max_{1 \leq i \leq n} \left\{ \frac{M_i}{D_M M_i^{(e)}} \right\}
\]

is a convex function with the same optimum point since the variables \( M_i \) are positive. So we rewrite (3.26) in a more convenient form as:

\[
\text{Minimize: } \max_{1 \leq i \leq n} \left\{ \frac{1}{M_i^{(e)}} M_i \right\}
\]

\[\text{Subject to: } P_{\text{succ}}(m, K, q) \geq \epsilon \]
\[0 \leq K \leq \frac{1 - \delta}{\delta} \tag{3.29}\]
\[m^T 1 - K = M \]
\[0 \leq m \leq M_{\text{th}} \]

We drop the factor of \( D_M \) since the constant does not make a difference for the optimal allocation of fragments.

We are able to solve the optimization with both approximations we used to solve the
optimization P3. We only present the full linear approximation with (3.23) instead of the reliability constraint in (3.29). We convert the problem by introducing a new variable \( t \) [75] to arrive at:

\[
\begin{align*}
\text{Minimize: } & \quad t \\
\text{Subject to: } & \quad \frac{1}{M_i^{(e)}} M_i \leq t, \quad 1 \leq i \leq n \\
& \quad -m^T \ln(q) - s(\epsilon)K \leq c(\epsilon) \\
& \quad 0 \leq K \leq \frac{1 - \delta}{\delta} \\
& \quad m^T 1 - K = M \\
& \quad 0 \preceq m \preceq M_{th}
\end{align*}
\]

We can solve this problem with either integer programming combined with the branch and bound technique, or with convex programming combined with the branch and bound technique.
Chapter 4

Numerical Results

In this chapter, we give numerical results to justify the use of path diversification in ad hoc network. We use Monte-Carlo simulations to generate sets of possible network scenarios and then apply the optimization from Chapter 3 to show the performance of path diversification in the scenarios. We show the results for optimization $P_1$, the maximization of reliability, in Section 4.1. We show the results for optimization $P_2$, the maximization of efficiency, in Section 4.2. We show the results for optimization $P_3$, the minimization of energy consumption, in Section 4.3. We show the results for optimization $P_4$, the maximization of network lifetime, in Section 4.4.

4.1 Results for $P_1$, Maximization of $P_{\text{succ}}$

In this section, we present the numerical results for the reliability of path diversification. We have shown in Section 2.3 that network reliability is the QoS parameter that needs to be improved in ad hoc networks in order to make them accessible to regular network traffic. First, we show the performance of path diversification in networks where the full knowledge of future path status is known to the source node, and there are no restrictions on the delay and energy consumption on the paths in Section 4.1.1. In fact, this is the best performance
we can ever hope to achieve with path diversification. Second, we give a numerical results for a more realistic scenario in which there are restrictions on the number of fragments that can be transmitted on the paths in Section 4.1.2. The limit on the number of fragments limits the performance of path diversification, however it gives a more realistic performance of the scheme.

4.1.1 Resource-Unconstrained optimization of $P_{\text{succ}}$

We use the Monte-Carlo method to generate 200 different sets of $q_i$ for $n = 5$ paths. The path success probabilities $q_i$ are drawn from a uniform distribution with the mean $\bar{q}$. Fig. 4.1a illustrates the maximum achievable reliability for several values of $\bar{q}$. The maximum $P_{\text{succ}}$ can be achieved only for resource-unconstrained paths (i.e. $M_{th} = \infty$). We plot $\eta$ on the horizontal axis and the average value for $P_{\text{succ}}$ on the vertical axis.

We also give a log-normal plot of the same graph in Fig. 4.1b. The values in log-odd scale are plotted as $\log_{10}(\frac{\alpha}{1-\alpha})$ in place of $\alpha$. The log-odd scale allows us to map the set $[0, 1]$ uniformly to the set $[-\infty, \infty]$, so that we can see the asymptotic effect when $P_{\text{succ}} \to 0$ or $P_{\text{succ}} \to 1$. We give some sample values for $\alpha \geq 0.5$ in Table 4.1. We note that the value in the log-odd table also corresponds to how close the value of $\alpha$ is to 1. The log-odd value of $l$ ($l$ positive integer) corresponds to the actual value of $\alpha = 1 - 10^{-l}$. We will use log-odd scale for all other plots in the thesis in order to make the plots easier to analyze.

<table>
<thead>
<tr>
<th>$\log_{10}(\frac{\alpha}{1-\alpha})$</th>
<th>$\alpha$</th>
<th>$\log_{10}(\frac{\alpha}{1-\alpha})$</th>
<th>$\alpha$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>0.500</td>
<td>0.7</td>
<td>0.834</td>
</tr>
<tr>
<td>0.1</td>
<td>0.557</td>
<td>0.8</td>
<td>0.863</td>
</tr>
<tr>
<td>0.2</td>
<td>0.613</td>
<td>0.9</td>
<td>0.888</td>
</tr>
<tr>
<td>0.3</td>
<td>0.666</td>
<td>1.0</td>
<td>0.909</td>
</tr>
<tr>
<td>0.4</td>
<td>0.715</td>
<td>2.0</td>
<td>0.990</td>
</tr>
<tr>
<td>0.5</td>
<td>0.759</td>
<td>3.0</td>
<td>0.999</td>
</tr>
<tr>
<td>0.6</td>
<td>0.799</td>
<td>4.0</td>
<td>0.9999</td>
</tr>
</tbody>
</table>
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Figure 4.1: Reliability of Path Diversification
Path diversification is a very efficient way to ensure network reliability. For example, for \( \bar{q} = 0.8 \), we can achieve the reliability of 0.999 with the overhead of 35\%. We can achieve the same level of reliability for \( \bar{q} = 0.6 \) with the overhead of 89\%.

We compare the Normal and Poisson approximations with the Optimal solution in Fig. 4.2. The results are shown for the resource-unconstrained solution. We use a Monte-Carlo simulation to generate 200 scenarios in which the average probability of failure on a path is 0.2 and 0.3. In this example the number of fragments \( M = 100 \). The plot of “Optimum Poisson (lower bound)” is the plot of \( Q(m, K) \) with the optimum allocation vector. The plot of “Optimum Normal (Approximation)” is the plot we obtained by using the optimization of \( P_{\text{succ}} \) given in [64] and we plotted the estimate of \( P_{\text{succ}} \) using the Normal approximation. The plot of “Optimum Normal (Exact)” is the plot of the the exact value of \( P_{\text{succ}} \) we obtain by using the allocation method of [64].

We can see from Fig. 4.2 that the lower bound of the Poisson approximation of \( P_{\text{succ}} \) gives results that are very close to the actual value of \( P_{\text{succ}} \). The difference between the Poisson approximation and the exact value of \( P_{\text{succ}} \) differ by less than 1 in the log-odd scale. From Table 4.1, we see that such a difference is really only in the last digit of the two values. So, the Poisson approximation is a good candidate to replace Algorithm 1 since very good values of \( P_{\text{succ}} \) can be obtained in relatively small number of steps. For example, with just 10 iterations, we can calculate \( Q(m, K) \) with precision of less than \( 10^{-6} \), which is less than the error of the Poisson approximation for log-odd efficiency higher than 0.2.

It is also clear from Fig. 4.2 that the Normal approximation gives an incorrect estimate of \( P_{\text{succ}} \), compared to the Poisson approximation, especially for low values of \( M + K \). We also see that exact evaluation of \( P_{\text{succ}} \) for the packet allocation through the Normal optimization gives results which are suboptimal.
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Figure 4.2: Comparison to the Normal and Poisson Approximation

(a) Normal vs. Poisson Approximations $n = 5, \bar{p} = 0.2$

(b) Normal vs. Poisson Approximations $n = 5, \bar{p} = 0.3$
4.1.2 Constrained optimization of $P_{\text{succ}}$

We demonstrate the effect of the QoS constraints given by $M_{\text{th}}$, on $P_{\text{succ}}$ in Fig. 4.3. We use the Monte-Carlo simulation to generate 1000 sets of $M_{\text{th}}$ constraint vectors from a Poisson distribution. The vector of path success rates was fixed to $\mathbf{q} = [0.85, 0.7, 0.7, 0.7, 0.7]^T$. We plot $P_{\text{succ}}$ for different values of the Poisson parameter $\mu$ in the log-odd scale. As the value of the number of fragments we can transmit on each path increases, the value for $P_{\text{succ}}$ increases as well. This is because we can transmit more packets on the path with the higher reliability, so the overall network reliability increases.

![Figure 4.3: QoS Constrained Reliability vs. Efficiency](image)

We define the blocking probability for the connection as:

$$P_{\text{block}} = \Pr \left[ \sum_{i=1}^{n} M_{i}^{(\text{th})} < M + K \right]. \quad (4.1)$$

In Fig. 4.4 we show the theoretical probability of blocking as the function of the number of
paths $n$ in the network. We use the Poisson distribution to set the number of constrained packets on each path $M_{th}$. We can see that as the number of fragments that can be transmitted on a path decreases, a connection may still be admitted if the number of paths between the source and the destination is large.

![Probability of Blocking vs. Efficiency](image.png)

**Figure 4.4: Blocking Probability vs. Efficiency**

We perform another simulation with QoS constrained paths ($M_{th} < \infty$). We create path scenarios with the Monte-Carlo method similar to the scenario in Fig. 4.1. We generate 200 independent sets of paths with average probability of failure $\bar{p} = 0.7$ as well as 1000 sets of $M_{th}$ vectors from the poisson distribution. Fig. 4.5 shows the behaviour of $P_{succ}$ for different values of the Poisson parameter $\mu$ for $n = 5$ and $n = 9$ paths. The increase in the number of paths increases the performance of path diversification when the number of fragments that can be transmitted on the path is low. We can use this fact about path diversification when the estimates $\hat{p}_i$ are not reliable. In that case the limit on the number of transmissions for which the number is valid is relatively small, so we need more paths to guarantee the
reliability.
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![Reliability vs. Efficiency $n = 5$, $p = 0.3$.](image1)

(a) QoS Constrained Reliability vs. Efficiency $n = 5$, $\hat{p} = 0.3$

![Reliability vs. Efficiency $n = 9$, $p = 0.3$.](image2)

(b) QoS Constrained Reliability vs. Efficiency $n = 9$, $\hat{p} = 0.3$

Figure 4.5: QoS Constrained Reliability of Path Diversification
4.2 Results for P2, Maximization of Efficiency

In this section, we give numerical results for optimization P2 where we optimize the efficiency of path diversification. We use the minimum achievable efficiency to show that path diversification improves the efficiency of the upper layer protocols even though it introduces overhead by using parity packets.

In Fig. 4.6 we show the maximum efficiency that can be achieved for different values of minimum reliability $\epsilon$. We have performed a Monte-Carlo simulation for the scenario with $n = 5$ paths where we have set $M = 100$, and the threshold on each path to $M^{(th)}_i = 50$. We generated a set of 1000 set of paths with average probability of failure of $\bar{q}$. In Fig. 4.6, we show the results for $\bar{q} = 0.5, 0.6, 0.7, 0.8$.

![Figure 4.6: Minimum Reliability vs. Maximum Efficiency](image)

In Fig. 4.7 we show the maximum efficiency that can be achieved for different values of minimum reliability $\epsilon$. We performed a Monte-Carlo simulation for the scenario with $n = 5$ paths where we have set $M = 200$. We generated 200 sets of path scenarios with average
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probability of failure of $\hat{p} = 0.3$, and 200 sets of thresholds from a Poisson distribution for each of $\mu = 20, 40, 60, 70, 100$. We indicate the ration of $\mu/M$ in the figure.

We show the blocking probability for the scenario in Fig. 4.8. Fig. 4.8a shows how the blocking probability changes when the average threshold $\mu$ increases compared to the number of packets $M$ for $n = 5$ paths. Fig. 4.8b shows how the blocking probability changes with the number of paths when the ratio $\mu = 40$ and $M = 100$.

![Figure 4.7: Minimum Reliability vs. Maximum Efficiency](image-url)

Figure 4.7: Minimum Reliability vs. Maximum Efficiency
Figure 4.8: Minimum Reliability vs. Blocking Probability

(a) Changing $\mu$

(b) Changing $n$
4.3 Results for P3, Minimization of Energy Consumption

In this section, we give results for optimization P3, minimization of energy consumption. Energy is the limited resource in ad hoc networks, so improving the energy consumption on the node is important. We use the optimization approximations we derived in Section 3.4 to calculate the fragment allocation for the minimum energy at the source node.

![Figure 4.9: Minimum Energy vs. Minimum Reliability](image)

We show the effect of improving network reliability on the energy consumption in Fig. 4.9. We ran a Monte-Carlo simulation where we generated 100 random energy consumption vectors from a uniform distribution with the mean 0.5. We also generated 100 vectors for path probabilities with $\bar{q} = 0.7, 0.8, 0.9$. We show the percentage increase in energy consumption as the function of required reliability in the network in Fig. 3.7. The minimum energy is achieved when the problem is optimized with no reliability constraints. In that
case, we can use a “greedy” algorithm to assign a maximum number of fragments allowed on the path with minimum energy consumption, and to the next path with minimum energy consumption, and so on until all the fragments are assigned.

In fact, if the path with minimum energy consumption is also the path with the globally minimum energy consumption\(^1\), the figure shows the effect of network reliability on actual minimum energy consumption. In fact, we can see from Fig. 4.9 that with less than twice the increase in total energy consumption we can make the minimum reliability \(\epsilon > 0.999\) even for channels where the probability of fragment loss is 20% on average. We showed how the increase in the TCP throughput is tenfold for this kind of reliability increase in Section 2.3.

\[\Delta K = \Theta(K_{\max} - K_{\min})\]

\(^1\)A globally minimum path can be found by using one of the minimum energy routing methods we described in Section 1.6. (e.g. [10])

Figure 4.10: \(\Delta K\) as a Function of \(\epsilon\) and Energy Range

We use the same Monte-Carlo simulation to show the behaviour of \(\Delta K = \Theta(K_{\max} - K_{\min})\) in Fig. 4.10. We showed in Section 3.4 that \(\Delta K\) is the factor of increase in the number of steps the linear approximation, EMIN-1, has to perform, compared to the number of steps
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the full linear optimization, $E_{\text{min-2}}$, has to perform. The factor is quite large and increases with the increase in the variance of energy consumption on the paths. Clearly, the full linear optimization of energy consumption decreases the complexity of the energy minimization considerably. We show the error in the full optimization in Fig. 4.11. The error is calculated as the amount of extra energy the connection spends if the full algorithm is used to allocate the fragments.

![Energy Minimization Error](image)

**Figure 4.11: Error in Energy Minimization**

We examine the effect of energy diversity on the total energy consumption in Fig. 4.12. We created a Monte-Carlo simulation where we randomly generated 100 vectors of path reliability $q$ with a mean 0.7 and 100 vectors of energy consumption $E_b$ from a uniform distribution with the mean 0.5. We can see that the minimum energy increases with the increase of variance of $E_b$. This is expected, since we are more likely to find a situation in which paths with higher reliability have also lower energy cost.

We show the effect of variance of energy consumption on the efficiency in Fig. 4.13. We used the same Monte-Carlo situation we used in Fig. 4.12. Efficiency is plotted for the
packet allocation that has the minimum energy consumption. We can see that the efficiency does not depend on the minimum reliability alone, anymore. In fact, the variance of energy consumption has a great impact, on the traffic efficiency we can expect in the network. Fig. 4.13 shows that of the variance in energy consumption is large we can decrease energy by adding more parity fragments.

![Normalized Minimum Energy](image)

**Figure 4.12: Normalized Minimum Energy**
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Figure 4.13: Efficiency at Minimum Energy
4.4 Results for P4, Maximization of Network Lifetime

In this section we give results for optimization P4, maximization of network lifetime. Network lifetime is an important parameter in ad hoc network, since the loss of a node results in outages and causes the network to reroute itself. We use the optimization approximation we derived at in Section 3.5 to calculate the fragment allocation for the maximum network lifetime at the source node.

![Graph showing Decrease in Network Lifetime with Network Reliability](image)

Figure 4.14: Decrease in Network Lifetime with Network Reliability

We show the effect the minimum reliability has on the network lifetime in Fig. 4.14. We ran a Monte-Carlo simulation in which we have generated 100 vectors of path reliability $q$ with the mean $\bar{q} = 0.6, 0.7, 0.8, 0.9$, and 100 vectors of $M^e$ with the mean 0.5. Fig. 4.14 shows the percentage decrease in the network lifetime as the reliability increases. In fact, we can argue that the lifetime is not affected by increased level of reliability. For example, even when the network reliability is $\bar{q} = 0.6$ the lifetime does not decrease more than 2.5%. This is due to the load balancing quality of path diversification.
We show the effect of the energy consumption on each path on the efficiency in Fig. 4.15. We used a Monte-Carlo simulation in which we used 100 vectors $\mathbf{q}$ with mean 0.6 to simulate the probability of fragment loss on the paths. We generated the energy consumption as in the Monte-Carlo simulation for Fig. 4.14. We can see that the energy consumption has very little impact on the efficiency, and that the bulk of inefficiency comes from the reliability bound.

We examine the effect of energy consumption on the paths, on the network lifetime in Fig. 4.16. We use the same Monte-Carlo simulation as in Fig. 4.15. We can see from the figure that for a fixed value of reliability the increase in the possible range of energy consumption decreases the network lifetime. This is an expected result since load balancing is more effective when the paths have are equivalent to each other.
Figure 4.15: Effect of $P_4$ on Efficiency
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Figure 4.16: The Effect of Energy Consumption on Network Lifetime
Chapter 5

Conclusion

This thesis proposes a new approach to increase reliability in wireless ad hoc networks called path diversification. The proposed technique uses multipath routing complemented with erasure codes to achieve arbitrarily high level of network reliability in ad hoc networks. We have shown that network reliability has a direct impact on the long term throughput of TCP connections in the network and is the most important Quality of Service (QoS) parameter in ad hoc networks.

Path diversification breaks each packet at the source node into fragments and sends the fragments over multiple parallel paths in the network. Path diversification also generates parity fragments from the original fragments to increase the likelihood that packets can be recovered at the destination node. We have shown that when no information is available about the network a good way to use path diversification is to evenly distribute the packet fragments on all the paths available in the network, we call this blind path diversification.

We have also shown how to collect network statistics which can improve the performance of path diversification. With the network statistics the source node can optimize the performance of path diversification by assigning a different number of fragments on each path. We have given a polynomial-time algorithm to find the path allocation that maximizes network reliability. We have used numerical simulations to illustrate the effectiveness of this
technique. We have compared our results with Normal and Poisson approximations. We have also given a polynomial-time algorithm to find the maximum efficiency of the scheme for a given reliability. We have shown how linear programming can be used to allocate the number of fragments on each path, so that the total consumed energy is minimized. We have also shown how linear programming can be used to allocate the fragments, so that the network lifetime from the source node point of view is maximized.

Path Diversification provides an arbitrarily high level of reliability with an acceptable amount of overhead. We have shown that the number of paths in the network does not necessarily need to be large to have reliable transmission. We have also shown how to apply path diversification to achieve QoS goals in ad hoc network other just increase in network reliability, such as minimization of energy cost, and maximization of network lifetime.
Appendix A

Convexity of $Q(m, K)$

We derive the conditions for the concavity and convexity of $Q(m, K)$. We defined $Q(m, K)$ in Section 2.3.2 as:

$$Q(m, K) \leq P_{\text{succ}} \leq Q(m, K) + \frac{1}{2} \sum_{i=1}^{M} M_i \ln^2(q_i)$$  \hspace{1cm} (A.1)

where,

$$Q(m, K) = \sum_{j=0}^{K} \frac{e^{-\lambda(m)}[\lambda(m)]^j}{j!} \text{ and } \lambda(m) = \sum_{i=1}^{n} \ln(q_i^{-M_i}) = -m^T \ln(q)$$  \hspace{1cm} (A.2)

and $\ln(q) = [\ln(q_1), \ln(q_2), ..., \ln(q_n)]^T$ is the natural logarithm of the vector of probabilities of success.

We use the results for the convexity of $Q(m, K)$ in the derivation of optimization techniques that use the $Q(m, K)$ function. We note that $\lambda(m)$ is a linear function, so that $\nabla \lambda(m) \succeq 0$, and $\nabla^2 \lambda(m) = 0$. 

89
We now use the following relations to determine the convexity of \( Q(m, K) \):

\[
Q(m, K) = e^{-\lambda(m)} + \sum_{j=1}^{K} \frac{e^{-\lambda(m)}[\lambda(m)]^j}{j!}
\]

\[
\frac{\partial Q}{\partial M_i} = -\frac{\partial \lambda}{\partial M_i} e^{-\lambda(m)} [\lambda(m)]^K < 0
\]

\[
\frac{\partial^2 Q}{\partial M_i \partial M_i} = \left( \frac{\partial \lambda}{\partial M_i} \right)^2 e^{-\lambda(m)} [\lambda(m)]^{K-1} \left( \frac{\lambda(m)}{K} \right)^{-1} - 1
\]

\[
\frac{\partial^2 Q}{\partial M_i \partial M_j} = \frac{\partial \lambda}{\partial M_i} \frac{\partial \lambda}{\partial M_j} e^{-\lambda(m)} [\lambda(m)]^{K-1} \left( \frac{\lambda(m)}{K} \right)^{-1} - 1
\]

We can see that \( \nabla Q(m, K) < 0 \), and

\[
\nabla^2 Q(m, K) \begin{cases} 
\leq 0, & \text{when, } \lambda(m) \leq K \\
\geq 0, & \text{when, } \lambda(m) \geq K 
\end{cases}
\]

(A.3)

(A.4)

So, \( Q(m, K) \) is concave when \( K - \lambda(m) \geq 0 \), and:

\[
S = \{ m \in \mathbb{R}^n | \epsilon - Q(m, K) \leq 0, \lambda(m) - K \leq 0 \}
\]

(A.5)

is a convex subset set of \( S' = \{ m \in \mathbb{R}^n | Q(m, K) > \epsilon \} \).
Appendix B

Efficiency of Selective-Repeat ARQ Protocol

We derive the expression for the efficiency of the Selective ARQ protocol using the definition of efficiency given by (2.2). The efficiency is an important parameter to analyze since the increase in efficiency decreases the total amount of energy used in the network. We analyze the efficiency for the Selective-Repeat ARQ protocols as defined in [74]. In many ways this derivation is very similar to the discussion in [74] and is given here for completeness. We assume a very simple transmission model in which packet losses incur only in the forward direction with probability $p$ independently of one another. The goal of this discussion is to compare the efficiency of Selective-Repea ARQ scheme with, and without the path diversification, in terms of efficiency. Throughout the discussion we assume that the sender transmits a group of $M + K$ fragments infinitely many times. We ignore the size of the acknowledgment packets.

We analyze selective-repeat ARQ because it is the basic mechanism used by the TCP protocol [74], so the performance of selective-repeat ARQ gives us insights into the performance of TCP over lossy connections. The source in selective-repeat ARQ uses window control for
throughput control and it keeps timers for each packet in the window that was transmitted and not acknowledged. Packets are retransmitted if the timeout expires before the packet is acknowledged, or if a negative acknowledgment is received from the destination. The selective-repeat ARQ destination keeps the track of the successfully received packets and uses negative acknowledgments to request the retransmission of the lost packets.

We are interested in the average number of transmissions $T$ needed to transfer a packet successfully. The probability that a single packet is transmitted in $i$ transmissions is given by:

$$\Pr[N = i] = (1 - p)p^{i-1} \quad (B.1)$$

Where $N$ is the random variable indicating the number of actual transmissions needed for a successful transmission. So the average number of actual transmissions needed to successfully transmit a packet is given by:

$$E_T = \sum_{i=1}^{\infty} i \Pr[N = i] = \sum_{i=1}^{\infty} i(1 - p)p^{i-1} = \frac{1}{1 - p} \quad (B.2)$$

The efficiency of the selective-repeat ARQ protocol over a channel with probability of packet loss $p$ is given by:

$$\eta_{SR} = \frac{M + K}{1 - p(M + K)} = 1 - p. \quad (B.3)$$

Efficiency over a path diversified channel is given by:

$$\eta_{SR-PD} = \frac{M}{P_{\text{succ}}(M + K)} = P_{\text{succ}} \frac{M}{M + K} = \eta P_{\text{succ}} \quad (B.4)$$

where $\eta$ is defined in (2.2) as the efficiency of path diversification.
Bibliography


