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ABSTRACT

This paper proposes a joint uplink user scheduling and beam-
forming algorithm for a multiple-antenna wireless cellular
network. We show that coordinated optimization across the
cells can significantly alleviate intercell interference, thereby
improving the cell-edge rates in a multicell network. Un-
like the downlink case, coordinating uplink transmission in a
multicell network is significantly more challenging, because
uplink interference depends strongly on the schedule and
beamformers of neighboring cells. The main contribution of
this paper is the recasting of the problem in terms of sum-of-
ratio programming and a subsequent quadratic reformulation
which allows scheduling and beamforming to be optimized
through solving a matching problem. This problem reformu-
lation also provides a new interpretation of the well-known
weighted minimum mean square error (WMMSE) algorithm.
Simulation results show that the proposed approach signif-
icantly outperforms both the WMMSE algorithm and the
existing uncoordinated scheduling approach.

1. INTRODUCTION

Intercell interference has long been identified as a main bot-
tleneck for wireless cellular networks. This paper focuses on
the potential for alleviating interference in the uplink via the
coordination of user scheduling and beamforming across the
cells. The uplink transmit optimization problem is more chal-
lenging than the downlink, because the uplink interference
pattern is a strong function of the scheduling of users and
their respective beamformers, whereas downlink interference
is a function of downlink beamformers alone. The coordi-
nated optimization of uplink scheduling and beamforming is
a mixed-integer nonconvex optimization problem, which is
quite challenging to solve.

This paper focuses on the joint optimization of uplink
scheduling and beamforming coordinated across multiple
cells in a multiple-input multiple-output (MIMO) wireless
cellular network. Our main contributions are a reformulation
of the multicell weighted sum rate maximization problem
as sum-of-ratio programming, as first proposed in [1] but

now generalized in this paper for MIMO systems, and a new
technique of weighted bipartite matching which allows a
multicell coordinated joint optimization of uplink scheduling
and beamforming. An interesting aspect of the algorithmic
development of this paper is that the well-known weighted
minimum mean square error (WMMSE) algorithm [2, 3] as
applied to uplink scheduling and beamforming can be re-
covered as a variation of the proposed approach. But the
proposed approach significantly outperforms WMMSE and
the existing baseline as verified by simulation.

Although intercell interference can significantly affect the
performance of wireless cellular networks, uplink scheduling
schemes implemented in practice are often based on channel
quality alone, or they assume worst-case interference [4]. Be-
cause of the difficulty in quantifying out-of-cell interference,
most existing uplink scheduling algorithms in the literature
are heuristic in nature. For example, [5] points out that a ma-
jor challenge in uplink scheduling is interference prediction,
and introduces several opportunistic heuristics. Likewise, the
method proposed in [6] approximates the uplink signal-to-
interference-and-noise ratio (SINR) by calculating a so-called
signal-to-pollution ratio, where pollution refers to the total
interference to all the other cells. A similar idea is proposed
in [7]. The uplink scheduling method in [8] mimics the down-
link, but doing so is not optimal. As explained in more details
later, the uplink scheduling problem can also be solved us-
ing the WMMSE algorithm. However, WMMSE is primarily
a beamforming algorithm; its complexity is often too high
when large number of potential users are involved. The main
objective of this paper is to show that by using a series of non-
trivial problem reformulations, the uplink scheduling problem
can be tackled rigorously, with significant system-level per-
formance benefit.

2. PROBLEM STATEMENT

Consider the uplink of a MIMO cellular network with J base-
stations (BSs), where each BS is equipped with M antennas
and each user is equipped with N antennas. We denote Ui as
the set of users that are associated with BS i. For ease of dis-



cussion, we assume that only one single data stream is trans-
mitted from each user. Since every BS has M antennas, we
can equivalently think of each BS as having up to M simul-
taneous streams for the data transmission of uplink users. Let
sim ∈ Ui be the user to be scheduled in the mth stream at BS
i. Let vsim ∈ CN be the transmit beamformer of the sched-
uled user sim, and let uim ∈ CM be the receive beamformer
of BS i in its mth stream. A weighted sum rate objective is

fo(s,u,v) =
∑
(i,m)

wsim ·

log

(
1 +

|u†
imHi,simvsim |2∑

(j,n)̸=(i,m)|u
†
imHi,sjnvsjn |2 + σ2∥uim∥2

)
,

(1)

where Hi,sim ∈ CM×N is the uplink channel coefficient from
the scheduled user sim to BS i, wsim is the priority of the user
as determined by the upper layer, and σ2 is the additive white
Gaussian background noise power.

The joint uplink scheduling and beamforming problem is
that of maximizing the above objective over the transmit and
receive beamformers and over all possible user schedules sim
(i.e., the assignment of potential users to the data streams):

maximize
s,u,v

fo(s,u,v) (2a)

subject to ∥vsim∥2 ≤ P (2b)
sim ∈ Ui (2c)

where P is the uplink transmit power constraint at the user
side. Note that the interference at a BS depends on the users
scheduled elsewhere in the network. In addition, the objective
function is a nonconvex function of the beamformers. This
makes the uplink scheduling and beamforming problem a dif-
ficult mixed-integer nonconvex optimization problem.

3. ALGORITHM

This paper proposes the idea of coordinating the scheduling of
users across the cells together with their beamformers in the
uplink in order to balance intercell interference and to maxi-
mize the overall system-level utility. The technical challenge
here is the integer nature of the problem: when a different
user is scheduled in a data stream, it produces a different
interference pattern to the nearby BSs. The main contribu-
tion of this paper is a recasting of the original problem to a
form amendable for coordinated optimization across multiple
cells. This is a MIMO generalization to our early work on up-
link scheduling for the single-input single-output (SISO) sys-
tems [1]. The scheduling problem in multiuser MIMO sys-
tems is more complicated, because of the need to introduce
beamformers and to match users to the uplink data streams.

3.1. Lagrangian Reformulation

Our first goal is to move the variables (s,u,v) to outside of
the logarithm in the objective function by introducing a new
variable γim denoting the SINR in the data stream (i,m), and
rewriting (2) as

maximize
s,u,v,γ

∑
(i,m)

wsim log (1 + γim)

subject to (2b), (2c)

γim =
|u†

imHi,simvsim |2∑
(j,n)̸=(i,m)

|u†
imHi,sjnvsjn |2 + σ2∥uim∥2

.

(3)
The Lagrangian with respect to the new equality constraint is

L(s,u,v,γ,λ) =
∑
(i,m)

wsim log (1 + γim)−
∑
(i,m)

λim·

(
γim − |u†

imHi,simvsim |2∑
(j,n) ̸=(i,m)|u

†
imHi,sjnvsjn |2 + σ2∥uim∥2

)
.

(4)

By setting ∂L/∂γim to zero for every (i,m), we arrive at

γim =
wsim

λim
− 1. (5)

Since the optimal dual variable λim must satisfy the above,
we can combine the above equation with the equality con-
straint on γim in (3) so as to express λim in s, u and v, i.e.,

λim = wsim − wsim |u†
imHi,simvsim |2∑

(j,n) |u
†
imHi,sjnvsjn |2 + σ2∥uim∥2

.

(6)

Define a new function fr as the Lagrangian function (4) with
its variable λim substituted by the above, that is

fr(s,u,v,γ) =
∑
(i,m)

wsim log(1 + γim)−
∑
(i,m)

wsimγim

+
∑
(i,m)

wsim(1 + γim)|u†
imHi,simvsim |2∑

(j,n) |u
†
imHi,sjnvsjn |2 + σ2∥uim∥2

. (7)

We arrive at the following equivalent reformulation of the
original problem (2):

maximize
s,u,v,γ

fr(s,u,v,γ)

subject to (2b), (2c).
(8)

The above reformulation is a generalization of our earlier re-
sult in [1] from SISO to MIMO with the inclusion of beam-
formers u and v.



3.2. Quadratic Transform

The last term in the objective function (7) has a sum-of-ratio
form, which is still difficult to deal with [9], but a further
reformulation can be carried out based on the following fact,
which is first used in [1] for joint uplink scheduling and
power control in SISO systems, now applied to the joint
uplink scheduling and beamforming of MIMO systems.

Proposition 1 ( [1] ). Given a constraint set X and two func-
tions A(x) and B(x) : Rd → R+, the fractional program-
ming problem

maximize
x

A(x)

B(x)
(9a)

subject to x ∈ X (9b)

is equivalent to

maximize
x,y

2y
√
A(x)− y2B(x) (10a)

subject to x ∈ X . (10b)

Proposition 1 “flattens” the ratio by decoupling its numer-
ator and denominator. Applying this result to (8) gives the
following equivalent reformulation:

maximize
s,u,v,γ,y

fq(s,u,v,γ,y) (11a)

subject to (2b), (2c), (11b)

where the objective function is defined as

fq(s,u,v,γ,y) =
∑
(i,m)

(
wsim log(1 + γim)− wsimγim

+ 2yim
√
wsim(1 + γim)|u†

imHi,simvsim | − y2imσ2∥uim∥2

−
∑
(j,n)

y2jn|u
†
jnHj,simvsim |2

)
. (12)

3.3. Iterative Optimization with Matching

Following a similar iterative approach as in [1], we now op-
timize (12) iteratively over the variables (s,u,v,γ,y). The
key new elements are the inclusion of beamformers u and v,
and the need to match the users to the beamformers.

Fixing other variables, the optimal y is just

y∗im =

√
wsim(1 + γim)|u†

imHi,simvsim |∑
(j,n) |u

†
imHi,sjnvsjn |2 + σ2∥uim∥2

. (13)

After y is updated by the above, we find the optimal γ as

γ∗
im =

|u†
imHi,simvsim |2∑

(j,n) ̸=(i,m) |u
†
imHi,sjnvsjn |2 + σ2∥uim∥2

. (14)

Likewise, the optimal u in the iterative optimization is

u∗
im =

∑
(j,n)

Hi,sjnvsjnv
†
sjnH

†
i,sjn

+ σ2I

−1

·

√
wsim(1 + γim)

yim
Hi,simvsim . (15)

Note that the optimal γ is just an evaluation of SINR, and the
optimal u is a scaled minimum mean square error equalizer.

We now present a new matching technique for the joint
optimization of s and v while γ, y and u are assumed fixed.
The key observation is that the scheduling of user sim and the
choice of its transmit beamformer vsim in a particular data
stream (i,m) contribute to the objective function (12) in a
way that is independent of the scheduling and beamforming
in other data streams. More specifically, when a user k is
scheduled in the mth stream at BS i, i.e., sim = k, the trans-
mit beamformer for the user k that maximizes (12) is

v∗
k =

∑
(j,n)

y2jnH
†
j,kujnu

†
jnHj,k + η∗kI

−1

·

yim
√
wk(1 + γim)H†

i,kuim (16)

where η∗k = min{ηk ≥ 0 : ∥v∗
k∥2 ≤ P} accounts for the

power constraint. Therefore, the utility of scheduling a user
to a data stream is completely determined by (12) and (16).
This allows solving s and v by matching. To formalize the
idea, we define the utility value of assigning user k to data
stream (i,m) as (where v∗

k is computed by (16) for sim = k)

ξk,im = 2yim
√
wk(1 + γim)|u†

imHi,kv
∗
k| − wkγim

+ wk log(1 + γim)−
∑
(j,n)

y2jn|u
†
jnHj,kv

∗
k|2. (17)

Then maximizing fq reduces to solving the following prob-
lem at each BS i individually:

maximize
x

∑
k∈Ui

M∑
m=1

ξk,imxk,im (18a)

subject to
∑
k∈Ui

xk,im ≤ 1 (18b)

M∑
m=1

xk,im ≤ 1 (18c)

xk,im ∈ {0, 1} , (18d)

where the binary variable xk,im indicates whether or not
user k is scheduled in the mth stream at its associated BS i.
Observe that (18) is a weighted bipartite matching problem,
which can be efficiently solved by the existing algorithms,
e.g., auction algorithm [10] and Hungarian algorithm [11].
After finding the optimal x∗, we recover s∗ by

s∗im = k, when x∗
k,im = 1 for some k ∈ Ui. (19)



We summarize the proposed algorithm below. Note that
the algorithm is guaranteed to converge, because the weighted
sum rate fo is nondecreasing after each iteration.

Algorithm 1 Joint scheduling and beamforming algorithm

Initialization: Initialize s, u, v and γ.
repeat

1) Update y by (13);
2) Update γ by (14);
3) Update u by (15);
4) Update v and s jointly by (16) and (19);

until Convergence

3.4. Proposed Algorithm vs. WMMSE

The well-known WMMSE algorithm [2, 3] can already be
used for the uplink coordinated joint scheduling and beam-
forming problem. Assume that all the users in the network
are scheduled at the beginning; run the WMMSE algorithm to
design beamformers for all the users; then only schedule the
users with positive transmit power levels at the end. Interest-
ingly, there is a connection between the WMMSE algorithm
and our sum-of-ratio optimization approach.

The WMMSE algorithm is originally derived based on a
minimum mean square error analysis. In what follows, we
give another derivation for WMMSE based on the quadratic
transform in Section 3.2. Recall that in the derivation of
the proposed algorithm in this paper, we use Proposition 1
to decouple the numerator and the denominator of the ratio

wsim
(1+γim)|u†

imHi,sim
vsim

|2∑
(j,n) |u

†
imHi,sjn

vsjn
|2+σ2∥uim∥2

in fr to derive fq in (12).

However, we could also have applied Proposition 1 to the ra-

tio |u†
imHi,sim

vsim
|2∑

(j,n) |u
†
imHi,sjn

vsjn
|2+σ2∥uim∥2

only without including

the factor wsim(1+γim). In this case, we would have arrived
at a different reformulation

f̃q(s,u,v,γ,y) =
∑
(i,m)

(
wsim log(1 + γim)− wsimγim

+wsim(1+ γim)
(
2yim|u†

imHi,simvsim | − y2imσ2∥uim∥2
)

−
∑
(j,n)

y2jnwsjn(1 + γjn)|u†
jnHj,simvsim |2

)
. (20)

Now applying iterative optimization to this reformulation for
the variables u, v, γ and y for fixed s, we arrive at exactly
the WMMSE algorithm with fixed user schedule.

The key difference between WMMSE and our proposed
algorithm is that the scheduling variable s cannot be easily
optimized in f̃q , while this paper proposes to reformulate fq
in such a way so that s can be explicitly found by weighted
bipartite matching. In contrast, the implicit scheduling in the
WMMSE algorithm is both more computationally complex
and has inferior performance as illustrated next.
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Fig. 1: User-throughput CDF of the different methods

4. SIMULATION RESULTS

Simulation is performed in a 7-cell wrapped-around topology
with 4 antennas per BS and 2 antennas per user. The BS-to-
BS distance is 800m. A total of 84 users are uniformly placed
in the network; the users are associated with the strongest
BS. The maximum transmit power spectrum density (PSD) of
each user is −47dBm/Hz over 10MHz. The wireless channels
are modeled with a path-loss exponent of 3.76 plus a shadow-
ing and fading component. User priorities are set according to
proportional fairness with weights updated as the reciprocals
of long-term average user rates.

The proposed algorithm is compared with the aforemen-
tioned WMMSE algorithm [2, 3] and a per-cell scheduling
baseline, where scheduling and beamforming are updated
iteratively: in each data stream, the user with maximum
weighted rate is scheduled, assuming fixed received inter-
ference from previous iteration; the WMMSE algorithm is
applied subsequently for beamforming. Fig. 1 shows the sig-
nificant performance gain of the proposed algorithm as com-
pared to the WMMSE algorithm and the per-cell scheduling
baseline assuming fixed interference. The gain is particularly
large for low-rate users. For example, the rates of the 10th-
percentile users nearly double under the proposed algorithm.
These low-rate users are mostly located close to the cell
edges, highlighting the important role of coordinated uplink
scheduling and beamforming in interference mitigation.

5. CONCLUSION

This paper proposes a joint uplink user-scheduling, power
control and beamforming algorithm coordinated across multi-
ple cells. By taking advantage of a novel reformulation and a
solution based on the matching algorithm, interference-aware
coordination of uplink transmission is shown to be capable of
significantly improving the cell-edge throughput.
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