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Abstract—This paper examines the achievable rate region and
the converse of a full-duplex relay broadcast channel withhree
independent messages: from the source to the relay, from the m m
source to the destination, and from the relay to the destinaon. / X
We are motivated to study this channel, because it models a
full-duplex wireless cellular network in which the uplink user
also wishes to send an independent device-to-device messag 3
to the downlink users. For the discrete memoryless channel
case, we incorporate Marton’s broadcast coding to obtain a ew
achievable rate region which is larger than previous rate rgions. (a)
We further propose a tighter converse than the cut-set bound
For the Gaussian scalar channel case, we show that by us|ng ®n Flg 1. (a) The relay broadcast channel with Side.messagﬁi'(br“private"
of two rate-splitting schemes depending on the channel coition,  Messages [1]); (b) The relay broadcast channel withoutrsieiesage [2], [3]-
we can already achieve the capacity region of this particularelay
broadcast channel to within a constant gap. The proposed seime
outperforms the benchmark methods in terms of the symmetric
generalized degree-of-freedom.
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Prior work [1] on this channel model provides two achiev-
able coding methods: a decode-and-forward scheme and a
compress-and-forward scheme. The coding scheme proposed
in this paper is closely related to decode-and-forward, but

This paper studies a full-duplex relay channel with threge incorporate rate splitting and moreover utilize Marson’
independent messages: one messagefrom the source to broadcast coding scheme [6] to achieve a larger achievable
the relay, one message, from the relay to the destination,rate region. On the converse, [1] derives an outer bound
and a messageu; from the source to the destination. Thidased on the genie-aided method, but as indicated by the
channel is named the relay channel with “private” messag@sgthors, the outer bound of [1] is not computable. This
in [1] as illustrated in Fig. 1(a), and is a generalization gaper develops better use of the auxiliary “genie” varigble
the partially cooperative relay broadcast channel of [2],f to improve upon the cut-set bound, and further comes up with
the messager; is removed, as shown in Fig. 1(b). The mai new sum-rate upper bound that would play a key role in
contributions of this paper are two-fold. First, we propose  characterizing the capacity region for the Gaussian case to
techniques to enhance the existing achievability and agavewithin a constant gap. A modified Marton’s broadcast coding
results for the discrete memoryless version of this chanrgslheme has already been used in the earlier works [2], [3] for
model. Second, we provide a constant-gap-to-capacitytreshe relay broadcast channel (which is a special case of our
for the Gaussian (scalar) case. channel model). The achievability part of our paper can be

We are motivated to study this channel due to its conneigiought of as a generalization of [2], [3] in incorporatirgt
tion to the communication scenario of a full-duplex wiralestransmission of the relay-to-destination messaggeinto the
cellular network (e.g., [4]) in which the base station (BS)odified Marton's coding.
has full-duplex self-interference-cancellation capabilbut In terms of characterizing the capacity to within a constant
the user terminals are half-duplex. But in addition to thiénkp gap, our recent work [5] focuses on a special case with-
message from the uplink user to the BS and the downlimkit the source-to-destination messagg, so that Marton’s
message from the BS to the downlink user, we further assuemling is not needed, in which case, successive decoding
that the uplink user wishes to directly send a message abthe destination suffices to achieve the capacity region of
the downlink via a device-to-device (D2D) side-link. Thehe Gaussian case of the channel to within a constant gap.
information theoretical model for such a scenario has bedfthough for achieving constant-gap-to-capacity for thalar
considered in our previous work [5], and it corresponds & tlfGaussian case, Marton’s coding [6] is not heeded even with
relay channel with private message model of Fig. 1(a) [1], ims included, it turns out that successive decoding is no longer
which node 1 plays the role of the uplink user, node 2 the BSufficient and joint decoding needs to be used to achieve the
and node 3 the downlink user. capacity to within 1 b/s/Hz.

I. INTRODUCTION



IIl. ACHIEVABLE RATE REGION AND CONVERSE FOR THE
DISCRETEMEMORYLESSCASE

A. Achievability

We use the existing works [2], [3] on the relay broadcast
channel as a starting point. The works [2], [3] propose to
modify the classic Marton’s coding [6] for the broadcast
channel to the case where one receiver further helps the othe
receiver via a relay link. The channel model considered in
Fig. 2. Gaussian full-duplex relay broadcast channel wiile snessagen.. this paper is a further generalization in which the extra sid
Here, the block “D” refers to a one-epoch delay. messagens is carried in this relay link. The coding strategy
proposed below incorporates, in Marton’s coding.

The coding strategy of [2], [3] splits each message (ig.,
and mg3) into the private and common parts which are dealt
with differently. The common part is decoded by both node 2
and node 3; node 2 further acts as a relay to assist node 3 in
1. CHANNEL MODEL decoding the common message. In contrast, the private parts

The relay broadcast channel with side message cons@t§ decoded only by the intended node through the broadcast
of three nodes, as shown in Fig 2. Lat, € X, be the channel without using node 2 as relay, so Marton’s coding
transmitted signal of the nodé and Y;, € ), be the can be applied. This paper makes two modifications to this
received signal at nodg at timen, over the finite alphabet Strategy in order to enable an extra transmissiomeof First,
sets(&;, X2, Vo, V3). The discrete memoryless version of théV€ let X» be encoded based on both andm.. Second, we
channel model is defined by the channel transition probadff node 3 decode the original common and private message
ity p(y2n, Y3n|¥1n, z2n). Over the N channel uses, node 1jointly with the new message:,. The resulting achievable

wishes to sendn; € [1 : 2VA1] to node 2, and to sendate region is stated below. _
ms € [1 : 2VBs] to node 3, while node 2 wishes to send Theorem1l: Arate triple(Ry, R», R3) of the discrete memo-

ma € [1 : 2VB2] to node 3. The messages; andm; are ryless relay broadcast channel with side message is atigeva
encoded af{ 7. The message:, is encoded af?, and since Iif it is in the convex hull of

Notation: [1: N] is used to denot¢l,2,..., N}, C(z) the
functionlog, (1 + z), XV = (X1, Xs,..., Xy), C the set of
complex numbers, an@d\ the complex Gaussian distribution.

the transmitter ofX»,, and the receiver of,,, are co-located at Ry <7 (5a)
node 2, the encoding oX»,, can depend on the past received - 3.’
signal Y1 Ry <min{rs, m + 76 — ™1}, (5b)
_ Ry + R3 < w3+ my — 1, (5¢)
Xin = E1(mi,ms,n) and Xa, = E(m2, Y571, n). (1) Re+Rs<m (5d)
2 3 = N7,
After N channel uses, node 3 decodes, m;3) based ory2. Ry + Ry + Ry < min{ms + 17 — m1,m3 + 76 —m}  (5€)

Because node 2 is both the uplink receiver and the downlink _
transmitter, it can make use of baky and Y in decoding for somep(u)p(v, w1, ws, z1|u)p(z2|u) under the constraint

my, i.e., thatm, < my + m4, Where
1y = Do(YY,XY) and (rhg,1hs) = Ds(YY).  (2) m = I[(Wi; W3|U, V), (6a)
A rate triple (Ry, R2, R3) is said to be achievable if there ex- M = IW1; Ya|U, V, Xz), (6b)
ists a set of deterministic functiol§, , £, Dy, Ds) such that T3 = I(V,W1; Y2|U, X)), (6¢)
the probability of errorPr{(m1,mq,73) # (m1, m2, ms)}, my = I(W3;Y3|U, V, X3), (6d)
tends to zero a$\_f — 4-00. 5 = I(Xo: Y3|U, V, W3), (6e)
The above discrete memoryless channel model can be — [(Wa, Xa3 Ys|U, V) (6
specialized to the Gaussian case by lettiKg,,Y;, € C, 6 = 3,42, 231% V)
and by imposing power constraink on X;,,, i € {1,2}, i.e., Ty = 1(U,V, W3, X2;Y3). (69)

N 2 ) i in Ei ) _ . .
2n=1 [Xin]® < NF;. As illustrated in Fig. 2, we have Proof: Split m; into the common-private message pair
Yan = 921 X1n + Zon, @) (mio.ma) €[1: 210 ]x 1207 for i € {1,3). Inroduce
a total of T" blocks for block-Markov coding. For each bloc
Y3, = 931 X1n Xon + Z3p, 4 ) - . . )
3n = 9814 1n + g32Kan + 23 @ t € [1: 7], in an ii.d. manner according to their respective
where g;; € C is the channel gain from nodeto nodeyj, distributions, generate a common codebadk(mig, m30), @
and Z;, ~ CN(0,0?) is the additive white Gaussian noiseelay codebook (m19, mso|m10, mao), a private codebook
at nodej in the nth channel use. Note that due to the factl (ma|mio, mso), @ binning codebookw¥ (¢11), wi¥ (¢33))
the relay (i.e., the BS) operates in a full-duplex mode, tHer (¢11,¢33) € [1 : 2¥%u] x [1 : 2NEu] where R, > Ry,
self-interference at the relay has been removed implicitly with each?;; uniformly mapped to the bin aof;;, i.e.,m;; =



B;(¢;;), and another private codebo&l@f(éu,633|m10,m30). B. Converse

In blockt, node 1 findg¢¢,, ¢4 ) such thatn!, = B;(¢¢) for
i € {1,3} and that(w (¢4,),wd (¢4;)) is strongly typical,
then transmit5x{V(€§1,€§3|m§01,m§01). This encoding is

guaranteed to be successful provided that

The existing works [2], [3] on the relay broadcast channel
use auxiliary “genie” variables to improve the cut-set biun
Similarly, with the aid of genie, [1] enhances the cut-sairmb
for the case with side message. As compared to [1], we provide

R, + Rlys — Riy — Raz > I(Wy; Wa|U, V). (7) two improve!”nents. First_, we furth_gr tighten the genie-dide
bound by using more suitable auxiliary variables. Secoral, w
In block ¢, after obtaining(mﬁol,mgo ) from the previous propose a new upper bound @t + Rs + R that improves
block ¢ — 1, node 2 transmitsxy (m|imiy", i, '), and  the cut-set bound. Our converse is specified in the following
recovers(inf, mmf) jointly from the received signat)’; this  Theorem 2: Any achievable rate triple(Ry, R, Rs) of

decoding is successful if the discrete memoryless relay broadcast channel with side
< I(W1: Ya|U, V, X5) 8) message must be in the convex hull of
R10+R30+R/11 < I(V, Wl;Y2|U, XQ). (9) Ry < I(U'Y2|X2) (16a)
Node 3 decodes the blocks in a backward direction (unlike the Ry < I(X1; Yz, V3|V, X), (16b)
sliding window decoding of [3]), i.e., block—1 prior to block Ry < I(X2;Y3]X1), (16c¢)
t. In block ¢, after obtaining(m!,,m%,) from the previous Ry < I(X1;Ya, V3|U, Xa), (16d)
block ¢ + 1, node 1 recover§m!, mb,, mh,, mb) jointly; the Ry < I(V: Ya, Ys|Xs) (16€)
following conditions guarantee successful decoding: 8= 2 isla2n
Ri+ Rs < I(X1; Y2, Y3|Xo), (16f)
< I(Ws; Y3|U, V, X2), (10) Ro+ Ry < I(X1, Xo; Y3), (169)
R2 S [(Xo: YU, V, Wa), (11) R+ Ry + Ry < I(X1;Y2,Y3]Xs) + I(Xo;Y3),  (16h)
Ré3+R2 SI(W?)’XQ;Y3|U7 V)7 (12) f
or some .
Rio + Rao + Rhs + Ro < I(U,V, W3, Xa3Y3).  (13) plu, v, 21, 22)

Proof: Observe that (16c), (16f) and (16g) are directly
Combining (7)—(13) withR,; < R},, Rs3 < R}, R, = from the cut-set bound. The rest of the bound except (16h) is
Rio + Ri1, Rs = R3o + R33, and a nonnegative constraint orPased on the auxiliary variablés and V. The existing work

all the rate variables, and lettirij — +oo, we establish the [1] assumes a genie that providgs = (Y5~ ', Y5~ ') and
proposed inner bound, including the constraint< m, + 4, Va = M3 to node 1 and node 2. In contrast, by Iettlﬁg =

via the Fourier-Motzkin elimination. m (M, M, YP LY Y and Vi, = (Mo, M3, Y51 YE™H),

In Theorem 1, the termr; is due to Marton's coding [6], We propose a different genie that providés to node 1 and
reflecting the extent to which the encodings of the privatgode 3, and provide;, to node 1 and node 2. This new use
messages;; andmss are coordinated. The following propo-of genie yields a tighter outer bound.
sition further shows that the constraint < my + 74 must Regarding (16h), the main idea is to relax both encoding
be satisfied automatically if(u)p(v, w1, ws, z1|u)p(z2|u) is and decoding. Considering node 2 and node 3 as two receivers,
optimally chosen for maximizing the rate region (5). we follow Sato’s approach in [7] and assume that they could

Proposition 1: The achievable rate region of Theorem fully coordinate in their decoding. Considering node 2 as
remains the same if the constraint < 7 + 74 is removed. the transmitter ofms, we introduce a genie that provides

Proof: Let A; be the achievable rate region of Theorem ]feedbackYg‘1 to it to improve encoding. The converse is
and letA, be the version without the constraint < 7, + 4. then established by lettiny — +o0o. Specifically,
Clearly, A; C A,, so it suffices to proveds C A;. Consider N(Ri + Ra + Ry — ex)
somep(u)p(v, wr, ws, z1|u)p(ze|u) such thatr; > mo + 4.
Under this probability mass function, it can be shown that < I(Mi; X5, Y3') + I(Ma; Y3') 4+ I(Ms; Y3')

Ay C AL where A, is (a)
2= 2 < I(My, My YN, Y, XY | Mo) + 1(Ma; YY)

Ry < min{ms, I[(Xo; Y3|U, V) }, (14a) (b)
e .YN YN vN
Rl +R3 < I(V,YélU, XQ), (14b) IJE[M17M37 2513 |M2) +I(M27Y3 )
Ri+ Ry + R3 < I(U,V, Xa:Y3). (14c) (2 > [I(Ml, Ms; Yoy, Yan| Mo, Y571, YY)
In the meanwhile, 4, can be attained by setting’; = @ in n=1
Theorem 1. Thusds C A;. n FI(My, YL YD an)}
Remark 1: Theorem 1 encompasses the following existing N
achievability results. It reduces to the inner bound of [3], @ Z {I(Ml Ms; Yan, Yan | Mo, Y21, Y2 X0,)
for the relay broadcast channel whéh= X5, and reduces — e ’ A

to a decode-forward inner bound of [1] for the same channel

n—1 n—1
when Wi =W3=0 I(]\/‘[Q’Y Y » Xon; Y3n)}



Ry < min {C( (1= p)lgn* P >,C<B(1 - P2)2|921|2P1)}’ (15a)

o2+ a(l — p?)|g21]2 P o
_ 2 2
Ry < C(%), (15b)
g
- (1 —p?)(|lgar|* + |931|2)P1) ( (1 =) (g1 + lga1 ) P )}
Rz <min{C ,C , 15c
= { ( = 7+ B — p)(lgm P + 9o ) Py 59
2 2 2
Ri+ Ry < C((l P )(|921|2 * gl )P1>, (15d)
g
Ro 4+ R3 < (|931| P1+|9232| P2—|—Jp>’ (15e)
g

P P+ J 1—p?)g3, P
Rl + R2 + R3 S (|g31| 1+ |9232| 2+ p) + C ( 2( P )921 1 ) ,Whel’eJ _ 2|g3lg32| /P1P2. (15f)
o 0%+ (1= p*)g5 P

For achievability, instead of evaluating the full mutual
information bounds of Theorem 1, we propose two simpler

I
] =

1My, My Yon, Yoo | Mo, Y371 Y57, Xay)

=t nel ot schemes, corresponding to rate splitting of eithar or ms,
+ (M2, Y5, Y5 Vs [ Xop ) + 1(Xon; an)} that turn out to be sufficient for proving the constant-gautie
N a1 onet Proposition 3 (D2D Message Rate Splitting): A rate triple
Z {I (M, My, M3, Y577, Y377 Yon, Yan | Xon) (R1, R, R3) of the Gaussian relay broadcast channel with
n=1 side message is achievable if it is in the convex hull of
+ I(Xon; }/3n)j| " c b|921|2P1 18
<Cl —FF———1|, a
eZN:[ (X1 Yo Yiu| Xon) + T(Xon: V) L <02+C|921|2P1) (182)
= 1n; ¥2n, £3n{A2n 2n; ¥3n P.
= <€|932| 2> (18b)
. Ry 4 Ry < C blga12 Py e clgs1]” P1
where (a) follows by letting node 1 and node 3 fully 1 3 o2 + c|go1 2Py o2 )
coordinate, both(b) and (d) follow as X, is a function (18c)
of (M2, Y5~ '), (¢) introduces a genie that provides the blgai |2 Py
past Yg‘_l to the encoder ofXs,,, and (e) follows since Ri+ Rz + R3 < C< T g PP )
(My, Mo, M3, Y5~ Y571 = X1, — (Yan, Y3,) form a 7 T g
Markov chain givenXs,,. | C(C|g31| Py + |gs|* PQ), (18d)
Remark 2: As compared to the converse in [1], the converse

of Theorem 2 has extra inequalities (16a), (16d) and (16k). W lg31 2P + |932|2P2 + JVad
remark that the sum-rate bound (16h) is new; it is crucial forR1 tRy+ Ry <C o2 , (18e)

proving the approximate capacity result for the Gaussiae 3., somea.b.c.de>0witha+b+c=1andd+e—1.
as shown in the next section.

Proof: Splitting only ms into (mso, ms3), we treat
IV. CAPACITY TO WITHIN CONSTANT GAP FOR THE (m1,m30) as the common part to be decoded at both n-
GAussIAN CASE ode 2 and node 3. The codebooks) (ms), wi'(ms3),

We now characterize the capacity region of the Gaussi3in (771, 30), andu™ (my,ms0) are generated randomly and

relay broadcast channel with side message to within one bitidependently according t6A/(0,1). In block ¢ € [1 : T7,
node 1 transmits

A. Achievability and Converse N N N
First, we specialize the converse of Theorem 2 to the X (t)=v (t)—i—\/aw?, (ms3) (19)
Gaussian case. The following outer bound is an evaluationwhere
(16), but the evaluation relies on the entropy power ingtual V() =
and is nontrivial. We omit the detailed proof here.
Proposition 2: Any achievable rate triplé Ry, Ro, R3) of
the Gaussian relay broadcast channel with side message 'BI
the convex hull of (15), which is displayed at the top of the
page, for some parameteis< o, 3, p < 1. X (t) = dPyu (ml ™t bt + VePawd (mh).  (21)

aPra (mi™t mish) + oPv Y (mh, mi,).

(20)
n. block ¢, with (!~ mi;') obtained from the previous
Bkt — 1, node 2 transmits



Using the decoding strategy of Theorem 1 establishes

proposed achievability result. [ ] 1
Alternatively, we can splitn; to obtain the following inne 09k i
bound. Full proof is omitted here. osl SR
Proposition 4 (Uplink Rate Splitting): A rate triple ' _,__-—-"""
(R1, R2, R3) of the Gaussian relay broadcast channel \ 07F [om" 1
side message is achievable if it is in the convex hull of o6l |
2p 3 1
R2 S C( 26|g32| Z )7 (22a) & 0.5
o +clga1|* P 04l ]
b+ 2P AV
Ri+R3<C (%) , (22b) 03F +Z \ Proposed Scheme iy
o I/ \ —©— Half-Duplex
2 2 / 0.2 A S RLLLLLLL Treating Interference as Noise | §
Ro+ Rs < C (a‘ + b)|931| P+ |g32| P+ Jvad SN \ —-—-.Rate Splitting Scheme
2 3 = o2+ c|g31 |2P1 ’ 0.1F \ = = :Decode-Forward Scheme 8
(22C) G I “"x i \L — J — - )
2 0 0.5 1 15 2 25 3 35 4 4.5 5
c P,
R1+RQ+R3§C(|QLl1)+ a

(a+D)|g31|?P1 + |gs2|*>Ps + JVad Fig. 3. Symmetric GDOFdsym VS. @ = llgggé'\,\'l'; for the Gaussian relay
C > 2 - broadcast channel with side message.
02 4 clgs1]2 Py

(22d)

for somea,b,c,d,e >0 with a+b+c=1andd+e=1. that when|gs;| > |g21/, we use the rate-splitting strategy
of Proposition 3; whengsi| < |g21|, we use the strategy of
B. Constant Gap Optimality Proposition 4. In addition to the decode-and-forward sahem

We now have two achievable rate regions based on @ [1], we also plot the following benchmarks: (i) treating-
different rate-splitting strategies. Suppose that theramtp- interference-as-noise; (i) rate splitting; (iii) haltidlex, all
destination channels; is much stronger than the upIinkW'th a separate frequency band for side message, and with the

channelgs1, we would let node 3 decode the entire for portionalitieg of the freqqency band optimally determirsd
interference cancellation, sa; ought not to be split in this the exhaustive search. Fig. 3 §hows that the proposed scheme
situation. Likewise, we would not splites if g1 is much outperforms all other scheme in terms of GDoF.

stronger. Hence, we propose to apply the side-message rate V. CONCLUSION

splitting strategy if|gs1| > |g21], and the uplink rate splitting
strategy otherwise. This approach turns out tanear -optimal
as stated in the following main result of this paper.

The paper models the full-duplex wireless cellular network
with D2D link as a (partially cooperative) relay broadcast

Theorem 3: For the Gaussian relay broadcast channel Wi&hannel with side message. We provide novel achievability

side message, the outer bound of Proposition 2 is at mosg;dtﬁgg’g;iii;enszgz:nd prove its capacity to within 1 fa/s/H
b/s/Hz from the inner bound of Proposition 3|if1| > |g21], '
and at most 1 b/s/Hz from the inner bound of Proposition 4 if REFERENCES
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