
DEEP ACTIVE LEARNING APPROACH TO ADAPTIVE BEAMFORMING
FOR MMWAVE INITIAL ALIGNMENT

Foad Sohrabi, Zhilin Chen, and Wei Yu

Department of Electrical and Computer Engineering
University of Toronto, Toronto, ON, Canada, M5S 3G4

Emails: {fsohrabi, zchen, weiyu}@ece.utoronto.ca

ABSTRACT
This paper proposes a deep learning approach to the adaptive and
sequential beamforming design problem for the initial access phase
in a mmWave environment with a single-path channel model. In par-
ticular, for a single-user scenario where the problem is equivalent to
designing the sequence of sensing beamformers to learn the angle of
arrival (AoA) of the dominant path, we propose a novel deep neural
network (DNN) that designs a sequence of adaptive sensing vectors
based on the available information so far at the base station (BS).
By recognizing that the posterior distribution of the AoA provides
sufficient statistic for solving the initial access problem, we consider
the AoA posterior distribution as the main component of the input to
the proposed DNN for designing the adaptive beamforming strategy.
However, computing the AoA posterior distribution can be compu-
tationally challenging when the fading coefficient is unknown. To
address this issue, this paper proposes to use the minimum mean
squared error (MMSE) estimate of the fading coefficient to compute
an approximation of the posterior distribution. Numerical results
demonstrate that as compared to the existing adaptive beamforming
schemes utilizing predesigned hierarchical codebooks, the proposed
deep learning-based adaptive beamforming achieves a higher AoA
detection performance.

1. INTRODUCTION

Millimeter-wave (mmWave) communication is a promising tech-
nology that can address the ever-increasing demand for higher data
rates in future wireless communication systems [1, 2]. Although
the pathloss and absorption are more severe in mmWave bands
than the conventional frequency spectrums, the small wavelength in
mmWave frequencies can be exploited to deploy large-scale antenna
arrays in relatively small areas. This leads to the advent of the mas-
sive multiple-input multiple-output (MIMO) concept for mmWave
communications, in which the transceivers with large-scale antenna
arrays form highly directional beamformers in order to combat the
poor propagation characteristics of mmWave channels [3, 4]. How-
ever, constructing such directional beamformers requires an accurate
estimate of the channel state information (CSI) that must be obtained
in the initial access phase. In this paper, we focus on the massive
MIMO system in which a BS with a single RF chain communicates
with a single antenna user in a mmWave environment with a sin-
gle dominant path channel model. For such a system, the initial
alignment problem is equivalent to actively learning the angle of
arrival (AoA). The main point of this paper is that the deep learning
framework can be used to learn the AoA by adaptively designing the
sensing vectors in the initial access phase.
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The problem of designing the optimal adaptive sensing strategy
for AoA acquisition, in general, is quite challenging. To make such
an AoA acquisition problem more tractable, [5] develops a hierarchi-
cal codebook which, in the noiseless setting, allows for an adaptive
bisection search over the angular space. By utilizing the same hier-
archical beamforming codebook in [5], the authors in [6] propose an
alternative adaptive beamforming strategy, called hierarchical pos-
terior matching (hiePM), which accounts for the measurement noise
statistics and selects the beamforming vectors from the hierarchi-
cal codebook based on the AoA posterior distribution. It is shown
that the hiePM algorithm in [6], which is mainly devised from the
algorithms for sequential noisy search strategies [7] and Bayesian
active learning from imperfect labelers [8,9], can achieve better per-
formance as compared to the bisection algorithm in [5]. While the
original hiePM algorithm is restricted to the scenario that the fad-
ing coefficient of the single-path channel is known at the BS, the
recently proposed variants of hiePM extend the results to the more
realistic case in which the fading coefficient is unknown, either by
using Kalman filter tracking of the fading coefficient in [10] or by
using the variational Bayesian inference framework in [11].

Nevertheless, the hiePM algorithms in [6,10,11] still employ the
hierarchical codebook, and as a result, their overall performances are
governed by the quality of this codebook. In this paper, we show that
it is possible to design a better adaptive beamforming strategy by em-
ploying a codebook-free deep learning approach. In particular, we
propose a deep neural network (DNN) that adaptively designs the
sensing vectors based on the currently available information at the
BS in order to optimize the final AoA detection performance. Mo-
tivated by the posterior matching methods [6, 10, 11], which show
that the AoA posterior distribution is a sufficient statistic for adap-
tive sensing, we use the AoA posterior distribution as the main in-
put feature to the DNN. However, as shown in [10], the exact com-
putation of the AoA posterior distribution involves computing sev-
eral computationally-demanding integrals, rendering the use of exact
posterior distribution computationally infeasible. To address this is-
sue, this paper first uses the minimum mean squared error (MMSE)
estimate of the fading coefficient in order to compute an approxima-
tion of the AoA posteriors, then considers the approximated AoA
posterior distribution as the input to the proposed DNN. Numerical
results show the proposed deep learning-based adaptive beamform-
ing approach outperforms the existing adaptive beamforming strate-
gies that employ the hierarchical codebook.

2. SYSTEM MODEL AND PROBLEM FORMULATION

We consider a mmWave communications setup in which a BS with
M antennas and a single RF chain serves a single-antenna user. To



establish a reliable link between the BS and the user, we consider an
uplink pilot channel training procedure consisting of τ time frames,
where the user transmits uplink pilots {xt}τt=1, satisfying the power
constraint |xt|2 ≤ P . Due to the single RF chain constraint, the BS
observes the baseband received pilot signals after combining analog
signals at the antenna elements by employing analog beamforming
(or sensing) vectors {wt}τt=1, i.e.,

yt = wH
t hxt +wH

t zt, ∀t ∈ {1, . . . , τ}, (1)

where h ∈ CN is the channel vector between the BS and the user,
zt ∼ CN (0, I) is the additive white Gaussian noise, and without
loss of generality we assume ‖wt‖2 = 1 and xt =

√
P ,∀t.1 We

further assume that the mmWave channel between the BS and the
user can be modeled by a single dominant path [5], i.e.,

h = αa(φ), (2)

where α ∼ CN (0, 1) is the complex fading coefficient of the chan-
nel, φ is the corresponding AoA, and a(·) is the array response vec-
tor. For a uniform linear array with half-wavelength antenna spacing,

we have a(φ) =
[
1, ejπ sinφ, ..., ej(M−1)π sinφ

]T
.

The estimation of the AoA (i.e., φ) from the baseband received
signals (i.e., {yt}τt=1) is an important problem in many applications,
including localization [12] and the downlink beamforming design
for time-division duplex massive MIMO systems [13]. This proce-
dure is also known as initial beam alignment. Note that since yt is
observed through a sensing vector wt, the BS can potentially opti-
mize the quality of its AoA estimation by designing the best wt at
each time frame, possibly sequentially in an adaptive manner. This
means that the sensing vector in time frame t+ 1 can be considered
as a mapping from the past observations, i.e., the measurements and
the beamforming vectors prior to time frame t+ 1, as:

wt+1 = Gt (y1:t,w1:t) , ∀t ∈ {0, . . . , τ − 1}, (3)

where Gt : Ct×CtM → CM is the adaptive beamforming (or sens-
ing) strategy. Furthermore, the final AoA estimate, φ̂, is obtained as
a function of the sensing vectors and the baseband received signals
in τ time frames as:

φ̂ = F (y1:τ ,w1:τ ) , (4)

where F : Cτ × CτM → R is the AoA estimation scheme.
In this paper, we consider a simplifying assumption that the AoA

for each coherence block is taken from a uniform grid of N points,
i.e., φ ∈ {φ1, φ2, . . . , φN} where φi = φmin +

i−1
N−1

(φmax − φmin).
In this setup, the task of the BS is to declare one of those candidates
in the grid set as φ̂ and the quality of the established link can be
determined in terms of the accuracy of the final estimate of φ; see [6].
One way to pursue this program is to formulate it as a detection
(classification) problem as follows:

min
{Gt(·)}τ−1

t=0 ,F(·)
P
(
φ̂ 6= φ

)
(5a)

s.t. wt+1 = Gt (y1:t,w1:t) , ∀t ∈ {0, . . . , τ − 1}, (5b)

φ̂ = F (y1:τ ,w1:τ ) , (5c)

1Note that the analog beamformer wt in RF chain limited systems is typi-
cally implemented via a network of phase shifters, and accordingly, wt satis-
fies the constant modulus constraint. However, in order to fairly compare the
proposed design with the existing active AoA learning methods such as [6]
that only consider the total beamforming power constraint, this paper focuses
on the total power constraint, i.e., ‖wt‖2 = 1.

in which both φ and φ̂ belong to a grid.
The joint design of the adaptive beamforming strategy and the

AoA estimation scheme by directly solving the problem (5) can be
quite challenging. To make such an AoA estimation problem more
tractable, the exiting adaptive beamforming schemes in the literature
typically design the sensing vectors by selecting that from a pre-
designed set of beamformers, called beamforming codebook. The
hierarchical beamforming codebook, initially developed in [5], is an
example of such codebooks that has been widely used for the ini-
tial alignment problem, e.g., [5, 6, 10, 11]. In this paper, we aim
to show that it is possible to design a better adaptive beamforming
strategy if we do not restrict ourselves to use such predesigned code-
books. In particular, we propose a DNN architecture in which the
available information at the BS in time frame t is directly mapped
to the beamforming vector for obtaining the next measurement, i.e.,
wt+1. In this way, the proposed deep learning-based adaptive beam-
forming strategy is not restricted to any particular codebook, and can
achieve better performance as compared to the existing algorithms,
e.g., [5, 6, 10, 11], that utilize the hierarchical codebook.

3. CODEBOOK-FREE ADAPTIVE BEAMFORMING FOR
INITIAL ALIGNMENT USING DEEP LEARNING

In this section, we present how to use the deep learning framework
to obtain the codebook-free adaptive beamforming strategy for the
initial beam alignment problem in (5). As the first step and to fix
ideas, we make the simplifying (and unrealistic) assumption that the
fading coefficient α is perfectly known at the BS (similar to [6]).
This assumption is removed in Section 3.2, where we consider a
more practical setup in which only the statistical information of α is
available.

3.1. Known Fading Coefficient Scenario

In this part, we aim to tackle the AoA detection problem in (5) for
the case that the complex fading coefficient α is assumed to be fully
known at the BS. As discussed earlier, the sensing vector in each
time frame can be designed as a function of all past measurements
and sensing vectors, see (5b). However, in this paper, we follow the
same strategy as in [6], where instead of directly using past observa-
tions, we design wt+1 based on the posterior of the AoA at time t,
which is a sufficient statistic. Mathematically speaking, if we denote
the AoA posterior distribution at time frame t by an N -dimensional
vector πt, with the i-th element being:

π
(t)
i = P (φ = φi | y1:t,w1:t) , ∀i ∈ {1, . . . , N}, (6)

then the sensing vector for the next measurement can be written as:

wt+1 = G̃t (πt) , ∀t ∈ {0, . . . , τ − 1}, (7)

where the function G̃t : [0, 1]N → CM determines the adaptive
beamforming strategy in time frame t+ 1.

By applying the Bayes’s rule to the measurement model in (1)
under the assumption that the fading coefficient α is known, the pos-
terior distribution in time frame t+ 1 can be computed as:

π
(t+1)
i =

π
(t)
i f

(
yt+1

∣∣φ = φi,wt+1 = G̃t (πt)
)

∑N
j=1 π

(t)
j f

(
yt+1

∣∣φ = φj ,wt+1 = G̃t (πt)
) , (8)

where

f
(
yt+1

∣∣φ = φi,wt+1 = G̃t(πt)
)
= 1

π
e−‖yt+1−

√
PαwHt+1a(φi)‖

2
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Fig. 1. The block diagram of the proposed adaptive beamforming
strategy for AoA detection in the initial access phase of a mmWave
communications system.

is the conditional distribution of the measurement yt+1 given the
AoA and the current sensing vector. Once the pilot training phase is
completed at the end of the time frame τ , we declare the angle in the
grid set with the maximum posterior probability as the final estimate
of φ, i.e.,

φ̂ = φi? , where i? = argmax
i

π
(τ)
i . (9)

In the active AoA learning procedure explained above, the only
remaining part to design is the function G̃t(·), which maps the AoA
posterior distribution to the next sensing vector. Unlike the exist-
ing methods which seek to address this challenging design prob-
lem by searching over a fixed codebook, e.g., hierarchical code-
book [5,6,10,11], in this paper, we propose an alternative data-driven
framework to undertake this design. In particular, we propose an L-
layer fully-connected DNN that takes the current posterior distribu-
tion together with the other available system parameters as the input,
i.e., vt =

[
πTt , P, t

]T
, and outputs the sensing vector for the next

measurement as:

w̃t+1 = σL (ALR (· · ·R (A1vt + b1) · · · ) + bL) , (10)

where {A`,b`}L`=1 is the set of the trainable weights and biases
of the DNN, R(·) = max(·, 0) is the ReLU activation function,
σL(·) = ·

‖·‖ is the normalization activation function at the last layer
ensuring the power constraint is satisfied, and w̃t+1 is the real rep-
resentation2 of the beamforming vector in time frame t+ 1, i.e.,

w̃t+1 =
[
<
(
wT
t+1

)
,=
(
wT
t+1

)]
. (11)

Note that, in the proposed DNN architecture, it would be possi-
ble to employ different weights and biases for different time frames.
However, in this paper, we propose using a common set of DNN
weights and biases for all the time frames, and instead, we consider
the time frame index as the input to the DNN. The primary motiva-
tion for this consideration is that such a common DNN structure can
potentially lead to a more scalable and faster training procedure by
reducing the dimensions of the trainable parameters.

The block diagram of the overall proposed AoA detection strat-
egy is illustrated in Fig. 1. As it can be seen from Fig. 1, the adap-
tive beamforming module implemented by the DNN as in (10) and
the posterior distribution update computed by (8) interact with each

2To use the existing deep learning libraries that only support real-value
operations, we consider the beamforming vector’s real representation as the
output of the DNN.

other to obtain an accurate estimate for the AoA at the end of the
time frame τ . Since we assume no prior information is available
about the AoA distribution, we start the algorithm with a uniform
posterior distribution at t = 0, i.e., π0 = 1

N
1, where 1 denotes the

all-one vector.
By unrolling the loop in the proposed adaptive detection algo-

rithm in Fig. 1, we can think of the proposed end-to-end architecture
as a very deep neural network. The ultimate goal of this DNN is
to successfully recover the AoA value. This detection task can be
treated as a classification problem for which the categorical cross-
entropy is the typical choice of the loss function. Accordingly, we
can train the proposed DNN architecture by employing the stochas-
tic gradient descent algorithm to minimize the average cross-entropy
between the final posterior distribution at time frame τ and the one-
hot representation of the actual AoA, i.e., eφ = [e

(φ)
1 , . . . , e

(φ)
N ]

where e(φ)i is 1 if the actual AoA is φi and 0 otherwise, i.e.,

L = −Eu

[
N∑
i=1

e
(φ)
i log π

(τ)
i

]
, (12)

where the expectation is over all the stochastic parameters of the
system, i.e., u , [α, φ, z] with z = [z1, . . . , zτ ].

3.2. Unknown Fading Coefficient Scenario

We now deal with the more practical scenario where the fading co-
efficient α is unknown. Toward this end, we need to modify the
expression for updating the posterior distribution in (8), which has
been derived for a given α in Section 3.1. As shown in [10], when α
is unknown, the expression of the conditional distribution involves
computing computationally-demanding integrals. Therefore, the ex-
act computation of πt for unknown αmay be computationally infea-
sible. To address this issue, in this paper, we propose an alternative
approach in which the fading coefficient is first estimated in each
time frame using an MMSE estimator. Subsequently, the MMSE es-
timate of the fading coefficient is used to compute an approximate
of the AoA posteriors.

In particular, assuming that the actual AoA is φi, we first seek
to estimate the fading coefficient at time frame t from the available
measurements, i.e.,

yt = ci,tα+ nt, (13)

where yt = [y1, . . . , yt]
T , ci,t =

√
P [w1 . . . wt]

Ha(φi), and
nt ∼ CN (0, I). Given that the fading coefficient has the standard
complex Gaussian distribution, i.e., α ∼ CN (0, 1), the MMSE esti-
mate of the fading coefficient at time frame t can be computed as:

α̂
(t)
i =

(
cHi,tci,t + 1

)−1

cHi,tyt. (14)

The MMSE estimate of the fading coefficient in (14) can then be
used to approximate the AoA posterior distribution. In particular, we
propose to approximate the AoA posterior distribution by regarding
the MMSE estimate for α in (14) as the actual value of the fading
coefficient. With this approximation in place, we can show that the
i-th element of the AoA posterior distribution at time frame t can be
computed as:

π
(t)
i =

∏t
t̃=1 e

−‖yt̃−
√
Pα̂

(t)
i wH

t̃
a(φi)‖2

N∑
j=1

∏t
t̃=1 e

−‖yt̃−
√
Pα̂

(t)
j wH

t̃
a(φj)‖2

. (15)

Note that as the number of available measurements is increased,
the MMSE estimate becomes more accurate. Accordingly, in (15),



we compute the posteriors in time frame t based on the most updated
estimate of the fading coefficient, i.e., α̂(t)

i . Once the approximated
posteriors are obtained using (15), analogous to the known fading
scenario in Section 3.1, we employ a DNN that directly maps the ap-
proximated posterior distribution and the additional system param-
eters to the next sensing vector. In this way, the overall proposed
AoA detection strategy for the unknown fading coefficient scenario
can also be illustrated as in Fig. 1, but in this case the step of updat-
ing the posteriors further involves estimating the fading coefficients.

4. NUMERICAL RESULTS

In this section, we illustrate the performance of the proposed deep
learning-based adaptive beamforming method for initial beam align-
ment in a mmWave environment. We compare the performance of
the proposed method against several exiting schemes in the litera-
ture. Before presenting the numerical results, we first provide a brief
explanation for each of the considered AoA detection baselines.

1) Compressive sensing (CS) with fixed beamforming: In this
approach, we randomly generate the sensing vectors for all τ frames.
Denoting the collection of all sensing vectors by W = [w1 . . .wτ ]
and the collection of response vectors for all N possible AoAs by
ABS = [α(φ1) . . .α(φN )], the received signal at the BS in τ time
frames can be written as yτ = WHABSx + nτ , where x is an
unknown 1-sparse vector. The AoA detection problem can now be
cast as finding the support of x. This sparse recovery problem can be
tackled by employing CS techniques. Here, we adopt a widely-used
CS algorithm called orthogonal matching pursuit (OMP) [14].

2) Hierarchical codebook with bisection search (hieBS) [5]:
This adaptive beamforming scheme employs a hierarchical code-
book with S = log2(N) levels of beam patterns such that each
level s consists of a set of 2s beamforming vectors which partition
the AoA search space, i.e., [φmin, φmax], into 2s sectors. The beam-
forming vector in each sector is designed such that the beamforming
gain is almost constant for AoAs within that sector, and nearly zero
otherwise. Further, the sensing vector in each time frame is selected
from such a hierarchical codebook using the binary search algo-
rithm, which requires τ = 2S = 2 log2(N) time frames for AoA
detection from an N point grid set.

3) Hierarchical codebook with posterior matching (hiePM) [6]:
This design also adopts the hierarchical codebook in [5]. However,
unlike [5], the proposed method in [6] selects the beamforming vec-
tors from the hierarchical beamforming codebook based on the AoA
posterior distribution. It should be mentioned that, in this approach,
the value of the fading coefficient is assumed to be known at the BS
such that the AoA posterior distribution can be accurately computed.

In our numerical experiments, we consider that the BS is
equipped with M = 64 antennas and the AoA is uniformly drawn
from an N = 128 grid point set with φmin = −60◦ and φmax = 60◦.
To fairly compare our proposed methods with other baselines, we
set the number of uplink pilot transmission as τ = 2 log2(N) = 14.
Further, we implement the proposed network on TensorFlow [15]
by employing Adam optimizer [16] with a learning rate progres-
sively decreasing from 10−3 to 10−5. We consider 4-layer neural
networks with dense layers of widths [1024, 1024, 1024, 2M ], re-
spectively. For faster convergence, each dense layer is preceded by
a batch normalization layer. We consider 10 batches per epoch, each
of which contains 212 samples. To investigate the ultimate perfor-
mance of the proposed approach, we assume that we can generate
as many data samples as needed for training the DNN. We monitor
the performance of the DNN during training by computing the loss
function for a validation data set of 105 samples and keep the model
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Fig. 2. Average detection error probability versus SNR for different
methods in a system with M = 64 and τ = 14.

parameters that have achieved the best performance so far. The
training procedure is terminated when the detection performance for
the validation set has not improved over 300 epochs.

In Fig. 2, we plot the error probability in AoA detection for dif-
ferent methods against signal-to-noise-ratio, i.e., SNR , log10(P ).
It can be seen that the OMP algorithm using random fixed beam-
forming and the hieBS algorithm both suffer from an error floor in
the high SNR regime. However, the detection performance of the
proposed deep learning approach and the hiePM algorithm, both of
which design the sensing vectors based on the AoA posterior distri-
bution, continuously improves as the SNR increases. This observa-
tion matches with the conclusion in [6] that exploiting the measure-
ment noise statistics via posterior matching can indeed improve the
AoA detection performance. Furthermore, Fig. 2 shows that the pro-
posed approach for the known fading coefficient scenario can signif-
icantly outperform the hiePM algorithm in [6], which is developed
based on the assumption that the fading component is given. This
indicates that the proposed DNN can indeed design a better adaptive
beamforming strategy as compared to the hiePM that employs the hi-
erarchical codebook. Finally, we can see that the MMSE estimation
strategy proposed in Section 3.2 to deal with the unknown fading co-
efficient scenario is indeed effective, i.e., the proposed DNN without
knowing α performs almost the same as hiePM that is assumed to
have access to the actual value of α.

5. CONCLUSION

This paper develops a deep learning framework for active learning
of the angle-of-arrival of the channel’s dominant path by adaptively
designing the sequence of sensing vectors in the initial access phase
of a mmWave communication. In particular, this paper proposes a
DNN that directly maps the current AoA posterior distribution to
the sensing vector of the next measurement. Further, to alleviate the
computational burden of computing the AoA posterior distribution,
this paper proposes to use the MMSE estimate of the fading coeffi-
cient to obtain an approximation of the AoA posteriors. Numerical
results indicate the proposed codebook-free deep learning-based ap-
proach significantly outperforms the existing adaptive beam align-
ment techniques that utilize predesigned codebooks.
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