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1 Cache-Enabled Cloud Radio Access
Networks
Meixia Taoa, Erkai Chena, Wei Yub, and Ya-Feng Liuc

This chapter presents a content-centric framework for transmission optimiza-
tion in cloud radio access networks (RANs) by leveraging wireless edge caching
and physical-layer multicasting. We consider a cache-enabled cloud RAN, where
each base station (BS) is connected to a central processor (CP) via a potentially
capacity-limited backhaul link and equipped with a local cache to alleviate the
backhaul load. We first study the caching effects on multicast-enabled access
downlink, where users that request the same content form a multicast group and
are served by the same BS or BS cluster using multicasting. We study the cache-
aware joint design of the content-centric BS clustering and multicast beamform-
ing to minimize the system total power cost and backhaul cost under individual
minimum transmission rate constraints for each multicast group. Through simu-
lation results, we show that the proposed cache-aware content-centric multicast
transmission is much superior to the traditional user-centric unicast transmis-
sion in terms of system total transmit power reduction and backhaul saving.
We then study the caching effects on backhaul downlink with wireless multicast
backhaul, where the CP delivers the requested contents to a single cluster of BSs
via multicasting. Given a total cache size constraint, we study the joint cache
size allocation at the BSs and the optimal multicast beamforming transmission
at the CP to minimize the expected downloading time of requested contents
from the CP to the BSs. Numerical results provide some useful insights into
the BS caching design and show that the optimized cache size allocation scheme
outperforms the uniform allocation and other heuristic schemes.
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1.1 Introduction

Cloud radio access network (cloud RAN) is a promising network architecture
for the next generation of wireless cellular networks [1]. It can boost network
capacity and increase energy efficiency by centralized signal processing among all
the BSs that are connected to a central processor (CP) via potentially capacity-
limited backhaul links. However, performing full joint processing requires the
users’ payload data to be shared among all the BSs, which can place a significant
burden on backhaul links. As such, there is a fundamental tradeoff between
the access link efficiency and the backhaul link consumption in cloud RANs.
This chapter presents how to exploit wireless edge caching, in conjunction with
physical-layer multicasting, in cloud RAN architectures to alleviate the backhaul
requirement and improve system energy efficiency.

Wireless edge caching has emerged as a promising approach that can reduce
peak traffic and backhaul burden for wireless content delivery by caching some
popular contents at the local BSs or pushing directly the contents at user de-
vices during the off-peak time [2]. On the other hand, multicasting provides an
efficient capacity-offloading approach to deliver a common message to multiple
receivers concurrently [3, 4]. It has great potential in many applications, e.g.,
video streaming, mobile application updates, and public group communications.
It can also be exploited in wireless backhaul to push common information from
a macro BS to multiple small BSs. Caching and multicasting are thus two im-
portant enabling techniques to accelerate content delivery in wireless networks.

This chapter presents a content-centric framework for transmission optimiza-
tion in cloud RANs by collectively leveraging caching and multicasting. We con-
sider a cache-enabled cloud RAN, where each BS has a local cache with limited
storage size and is connected to a CP via a dedicated or shared backhaul link. If
the requested contents are not cached in the local cache of a BS, it will acquire
the content from the core network via the backhaul links. Users requesting a
same content form a group and are served by the same BS cluster via multicast
transmission This chapter shows that caching can improve the system-level per-
formance of cloud RAN in two different ways: for both the access link and the
backhaul link. The first part of the chapter studies the design of caching and
multicasting in the access link. We study the cache-aware joint content-centric
BS clustering and multicast beamforming design to minimize the system total
network cost subject to a minimum rate constraint for each individual multicast
group. Simulation results show that the proposed cache-aware content-centric
multicast transmission is superior to the traditional user-centric unicast trans-
mission in terms of system transmit power reduction and backhaul saving.

The second part of the chapter studies the design of caching and multicasting
in the backhaul link, where the BSs fetch the requested contents from the CP
through a shared wireless backhaul using joint cache-channel coding. Given a
total cache size constraint, we study a mixed time-scale optimization for cache
size allocation among all the BSs and multicast beamforming at the CP to mini-
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Figure 1.1 Downlink transmission of a cache-enabled cloud RAN.

mize the expected downloading time of requested contents in the backhaul phase.
Numerical results provide some useful insights into the BS caching design and
show that the optimized cache size allocation scheme outperforms the uniform
allocation and other heuristic schemes.

The rest of this chapter is organized as follows. Section 1.2 introduces the
model of the cache-enabled cloud RAN. Section 1.3 studies caching and multi-
casting in the access link. Section 1.4 studies the caching and multicasting in the
backhaul link. Finally, we conclude this chapter in Section 1.5 and outline some
possible directions for future research.

1.2 Cache-Enabled Cloud RAN Model

1.2.1 Network Model
As shown in Fig. 1.1, we consider the downlink transmission of a cloud RAN,
where there are N BSs and K users. Each BS has a local cache and is connected
to a cloud-based CP via a backhaul link. The CP has a database consisting
of F files, where the size of each file is normalized as 1. Let pf denote the
request probability (i.e., popularity distribution) of the f -th file, which satisfies
0 ≤ pf ≤ 1 and

∑F
f=1 pf = 1. Let Cn (Cn ≤ F ) denote the cache size of the

n-th BS. Each BS can pre-store some file bits during off-peak time prior to user
request. If the requested file of its serving user has been entirely stored in the
local cache of this BS, the BS can access the file directly. Otherwise, it will



1.2 Cache-Enabled Cloud RAN Model 5

download the requested file or the uncached part of this file from the CP via its
backhaul link.

In this chapter, it is assumed that the channel state information (CSI) is
perfectly known at the CP for joint signal processing and all BSs can precisely
synchronize with each other for downlink cooperative transmission. Our focus
is to illustrate a content-centric transmission framework in the cached-enabled
cloud RAN and its baseband beamforming design.

1.2.2 Content-Centric BS Clustering

A prominent approach to mitigate the backhaul load in traditional cloud RANs
is to serve each user using an individually selected subset of neighboring BSs,
referred to as user-centric BS clustering, regardless of the contents each user
requests. By adopting user-centric BS clustering, the CP only needs to deliver
the user’s payload data to its serving BSs rather than all the BSs, which can
reduce the backhaul load significantly. In this case, different clusters for different
users may overlap and there are no explicit cluster boundaries [5].

Generally, the users request contents according to some popularity distribution
such as the Zipf distribution [6]. The more popular a content is, the more likely
it will be requested and the more requests it will receive. By taking the content
popularity into account, a content-centric BS clustering strategy is proposed in
[7]. In the content-centric BS clustering, the users requesting a same content are
grouped together and served by a cluster of BSs formed with respect to each
content. Within each cluster, multicast transmission is then adopted to serve
the users. The BS clusters for different contents can overlap with each other.
Compared with user-centric BS clustering, content-centric BS clustering exploits
the popularity of the request contents and benefits from multicast transmission,
and thus can provide efficient content delivery in the considered networks.

In the following, we present the transmission model with content-centric BS
clustering in detail. We assume that each user can request a content in each
scheduling time slot. Denote Gm as the m-th multicast group formed by the
users requesting file fm, for all m = 1, . . . ,M , where M (1 ≤ M ≤ min{K,F})
is the total number of the formed multicast groups. Denote the serving BS cluster
of multicast group m as Qm, where Qm ⊆ N . An example with three multicast
groups is illustrated in Fig. 1.1, where the serving BSs of the three multicast
groups are Q1 = {1, 2}, Q2 = {1, 2, 3}, and Q3 = {3}, respectively.

Define a binary matrix S ∈ {0, 1}M×N as the indicator of BS clustering,
where sm,n = 1 represents that BS n is within the BS cluster of multicast group
m, otherwise sm,n = 0. Denote wm = [wH

m,1,w
H
m,2, . . . ,w

H
m,N ]H ∈ CNL×1 as

the network-wide beamformer for the m-th group, where wm,n ∈ CL×1 is the
beamformer of group m at BS n. Note that wm,n = 0 if sm,n = 0. Therefore,
wm is potentially (group) sparse. For each user k ∈ Gm, the received signal can
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be written as

yk = hH
k wmxm +

M∑
j ̸=m

hH
k wjxj + nk, (1.1)

where hk = [hH
k,1,h

H
k,2, . . . ,h

H
k,N ]H ∈ CNL×1 is the composite channel vector

between all BSs and the k-th user, xm ∈ C is the message intended for group
m, and nk ∼ CN (0, σ2

k) is the additive white Gaussian noise. The corresponding
SINR at user k can be expressed as

SINRk =
|hH

k wm|2∑M
j ̸=m|hH

k wj |2 + σ2
k

. (1.2)

Accordingly, the total transmit power of the network can be expressed as:

CP =

M∑
m=1

N∑
n=1

∥wm,n∥22. (1.3)

Compared with the traditional user-centric BS clustering, where each user
is served by its nearby BSs that have good channel conditions, the content-
centric BS clustering is more complicated. In the content-centric BS clustering,
since the users within the same multicast group may be dispersed geographically,
it is no longer feasible to determine the BS clustering simply according to the
received signal strength or the location closeness between each BS and each user.
Moreover, by considering the local cache at each BS, the BS that has cached the
requested file may have a higher chance to joint the cluster. As such, the content-
centric BS clustering in the considered network must be aware of both channel
states and cache states.

1.2.3 Caching at BSs
Caching at the BSs can enable more BSs to cooperatively transmit the same
content to the users in the access link. What contents to cache at each BS is a
crucial design factor in cache-enabled cloud RAN. Intuitively, in a sparse network
where each user can access to only one single BS, it is optimal to cache contents
with the largest popularities in each BS in terms of cache hit ratio maximization.
While in a densely deployed network where each user can access to multiple BSs,
finding the optimal cache placement is often intractable [2]. By allowing coded
caching at each BS, one can find the optimal coded fraction of each file efficiently
[8]. In this chapter, however, we restrict to uncoded caching for simplicity and
consider three heuristic caching strategies as follows.

• Popularity-aware Caching (PopC): All the storage size of each BS are used
to cache the contents with the largest popularities. This strategy can fully
exploit the benefits of full cooperation. However, when the content popu-
larity is uniformly distributed, it may cause high backhaul load due to the
low cache hit ratio.
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• Random Caching (RanC): All the contents are cached at the BSs randomly
and equally without knowing their popularity. Due to the randomness in
the cache placement, it is highly probable that each user can find its re-
quested file from the caches of the BSs without resorting to CP via back-
haul. However, since different BSs tend to cache distinct contents, there is
little opportunity for cooperative transmission.

• Probabilistic Caching (ProC): Each BS randomly caches a content with a cer-
tain probability that is related to its popularity. With a higher popularity,
the content is more likely to be cached at the BSs. In this caching strategy,
a better tradeoff between the cooperation gain and the cache hit ratio can
be made.

We shall evaluate the performance of the above three caching strategies via
simulation in Section 1.3.2. Besides content placement, how much cache size to
deploy at each BS is also an important design factor, which shall be discussed in
detail in Section 1.4.

1.2.4 Backhauling
The backhaul with limited capacity has become a big concern for small-cell
deployment. Although the traditional fiber-based backhaul solution can provide
high data rates, the prohibitive cost is high and the geographical limitations also
make it impossible to deploy in many practical scenarios. Instead, with low-cost
and plug-and-play installation, wireless backhauling is a promising solution. It
is worth to note that with wireless backhauling, the data-sharing strategy is
preferred since it has the following two advantages. First, the CP can exploit the
multicast transmission to deliver the user messages simultaneously to multiple
BSs via the shared backhaul. Second the BSs can cache part of the user messages
to further reduce the backhaul load. While for the compression strategy, sine the
compressed signals generated for different BSs are different and they are also
adaptive to the channel conditions, it cannot exploit the benefits of multicasting
or caching. In this chapter, we assume that the backhaul connections can be
dedicated fiber optic cables, or they can be a shared wireless link.

Dedicated Wired Backhaul
We model the cost of the dedicated backhaul link as the required transmission
rate of this link. Define a binary matrix C ∈ {0, 1}F×N to denote the cache
status, where cf,n = 1 represents that the f -th file is cached in the n-th BS,
otherwise cf,n = 0. For each BS, if the requested file is not cached in its local
storage, it should fetch the file from the CP with the backhaul transmission rate
as large as the content-delivery rate Rm. Therefore, we model the backhaul cost
as the transmission rate of the corresponding file. Then the overall backhaul cost
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is

CB =

M∑
m=1

N∑
n=1

sm,n(1− cfm,n)Rm, (1.4)

where fm denotes the file requested by multicast group m and Rm is the trans-
mission rate for group m.

Shared Wireless Backhaul
Compared to the dedicated wired backhaul, shared wireless backhaul not only
is much easier to deploy (when wireline infrastructure is not available) but also
enjoys the crucial wireless multicast advantage which allows for efficient content
delivery to multiple BSs using a same resource block. Wireless multicast is ideally
suited for enabling the cooperative transmission benefit of C-RAN; but it also
brings in the challenge of path-loss, fading, and shadowing effect of the wireless
medium. In particular, because of the different locations of the BSs, there may
be considerable disparity in the quality of their respective channels. Deploying
caching at BSs [9] (i.e., BSs can pre-store contents of popular files) can handle
the channel disparity issue in wireless multicast to aid the BSs with weak chan-
nels. For wireless backhauling, the backhaul efficiency is often modeled as the
(expected) downloading time. In this chapter, we consider a cluster of N BSs
cooperatively serving users. The CP delivers the user’s message to all the BSs via
multicasting. Suppose that each file has normalized size of 1 and each BS n has
a local storage of size Cn that can cache some of the files. In other words, given
cache size allocation Cn, each BS n can cache Cn fraction of the file. We assume
that the channel coherent time is large enough such that the file delivery can be
completed within one coherent time. According to [10, Lemma 1], by adopting
the joint cache-channel coding strategy [11], the file delivery rate R with can be
written as

R = min
n

{
I (x; yn)

1− Cn

}
, (1.5)

and the downloading time thus can be expressed as

T =
1

R
= max

n

{
1− Cn

I (x; yn)

}
. (1.6)

Here, I (x; yn) denotes the mutual information between the transmit signal x

and the received signal yn. If the file size is S, then the real downloading time
should be S × T .

Notice that the above {I (x; yn)} depend on the channel realizations and the
beamforming vectors at the CP and hence change quickly in different fading
blocks; while the cache size {Cn} should be allocated based on the long-term
statistics of the backhaul channel. Therefore, the BS cache size allocation and
the beamforming design occur in different time scales. In the later part of this
chapter, we shall focus on the downloading time T in (1.6).
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1.3 Caching at BSs for Cooperation in Access Link

We now treat the optimization of caching and multicasting in the access link of
cloud RAN. It is worthwhile to mention that the cache placement and content
delivery occur in different timescales. Specifically, cache placement often hap-
pens in days or hours, while content delivery happens in a much shorter timescale
[2, 12]. In the shorter timescale of each transmission slot, the cache placement is
usually fixed according to some strategy. We can then optimize the content de-
livery scheme, which should be adaptive to the instantaneous channel realization
and the cache placement. In the larger timescale, the cache placement can be
optimized by taking into account the content popularity distribution as well as
the long-term statistics of the wireless channel. In this section, we mainly focus
on the short timescale problem in the access link, i.e., the joint optimization
of content-centric BS clustering and multicast beamforming with given cache
placement. The large timescale problem, i.e. the design of cache placement shall
be briefly address via numerical results.

1.3.1 Joint BS Clustering and Beamforming Design
In this section, given the BS caching, we study the joint content-centric BS
clustering and multicast beamforming design in access link to seek the minimum
network cost. Specifically, in the considered network architecture, the network
cost is modeled as the weighted sum of the backhaul cost and the transmission
power:

CN = CB + ηCP , (1.7)

where η > 0 is a weighting parameter.
The total network cost minimization problem with given cache placement can

be formulated as:

P0 : min
{wm,n},{sm,n}

M∑
m=1

N∑
n=1

sm,n(1− cfm,n)Rm + η

M∑
m=1

N∑
n=1

∥wm,n∥22 (1.8a)

s.t. SINRk ≥ γm, ∀ k ∈ Gm, ∀ m (1.8b)
sm,n ∈ {0, 1}, ∀ m,n (1.8c)
(1− sm,n)wm,n = 0, ∀ m,n (1.8d)

where Rm = B log(1+γm) is the transmission rate for group m, B is the channel
bandwidth, and γm is the target SINR for group m.

Note that constraint (1.8d) indicates that if BS n is not in the BS clustering of
group m, i.e., sm,n = 0, then the beamformer wm,n should be zero. We also note
that problem P0 can be infeasible due to the QoS constraint (1.8b). In general,
determining the feasibility of this problem is very difficult. Therefore, in this
section, we only discuss P0 when it is feasible.

Problem P0 is a non-convex mixed-integer non-linear programming (MINLP)
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problem and is combinatorial in nature; it is in general challenging to find its
global optimum solution. However, an exhaustive search can be adopted to find
the global optimum BS clusters. Specifically, there are total 2MN candidate BS
clustering matrices {S}. For each given S, we can solve the following power
minimization problem to obtain the power cost:

P(ZS) : min
{wm,n}

M∑
m=1

N∑
n=1

∥wm,n∥22 (1.9a)

s.t. (1.8b),
wm,n = 0, ∀(m,n) ∈ ZS. (1.9b)

where ZS = {(m,n) | sm,n = 0} denotes the set of inactive BS-content pairs.
While the backhaul cost CB reduces to a constant.

Similar to the traditional multicast beamforming problems [13, 14], P(ZS) is a
non-convex quadratically constrained quadratic programming (QCQP) problem.
Different from unicast beamforming problem which can be equivalently trans-
formed into a second-order cone programming (SOCP) problem and hence solved
efficiently. Multicast beamforming problem is generally NP-hard. A semi-definite
relaxation (SDR) method is developed in [14] to obtain a near-optimal solution.
After solving P(ZS) with all possible matrices S’s, we can find the one with the
minimum objective.

Another approach to deal with problem P0 is to reformulate it as a more
tractable sparse multicast beamforming (SBF) problem. Specifically, when wm,n =

0, we have:

sm,n =

{
0, if cfm,n = 0,

0 or 1, if cfm,n = 1.
(1.10)

Otherwise, according to constraint (1.8d), there holds sm,n = 1. Therefore, we
have the following relationship between the BS cluster and the beamformer:

sm,n =
∥∥∥wm,n∥22

∥∥
0
. (1.11)

Note that the ℓ0-norm is defined as the number of non-zero elements of a vector.
It reduces to the indicator function in the scalar case. By substituting (1.11)
into the objective function (1.8a), P0 can be equivalently transformed into the
following problem:

PSBF : min
{wm,n}

M∑
m=1

N∑
n=1

∥∥∥wm,n∥22
∥∥
0
(1− cfm,n)Rm + η

M∑
m=1

N∑
n=1

∥wm,n∥22

(1.12)
s.t. (1.8b).

With ℓ0-norm in the objective function, problem PSBF is a sparse multicast
beamforming problem. It considers the adaptive content-centric BS clustering
inexplicitly, since by solving this problem, a sparse beamformer for each multicast
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group may be obtained, whose non-zero entries correspond to its serving BSs.
The equivalent problem PSBF is still difficult due to the non-convex discontinuous
ℓ0-norm in the objective and the non-convex QoS constraint (1.8b).

One way to tackle this issue is to first adopt smoothed ℓ0-norm approximation
to replace the discontinuous ℓ0-norm with a concave smooth function. The prob-
lem after approximation then can be represented as a general form of difference
of convex (DC) programming problem, for which the convex-concave procedure
(CCP) [15] based algorithm can be adopted to find a stationary solution with
convergence guarantee. The main idea behind CCP is to convexify the DC prob-
lem by approximating its concave parts with their first order Taylor expansions
and then solve the approximated convex subproblems successively until conver-
gence. The details of such an approach can be found in [7].

1.3.2 Performance Evaluation
This section provides numerical results to demonstrate the superiority of the
proposed content-centric transmission framework. A hexagonal multi-cell cloud
RAN consisting of N = 7 BSs is considered, where each BS has L = 4 antennas.
The distance between BSs is 500 m. There are K = 30 users uniformly distributed
within the network. The total number of contents is F = 100. The cache size
of BS n is set to Cn = C for all n. The channel bandwidth is 10 MHz. The
BS antenna gain is 10 dBi. The noise power σ2

k is set to be −102 dBm for all
users. The path-loss is modeled as PL(dB) = 148.1 + 37.6log10(d), where d

is the distance in km. The shadowing follows the log-normal distribution with
parameter being 8 dB. The small-scale fading is modeled as the Rayleigh fading.
The SINR target is γm = 10 dB for all multicast groups. All the results are
averaged over 100 independent simulation trials.

In this section, we assume the following unequal content popularity distribu-
tion: there is one popular content accounting for 0.5 of the request probability,
while the rest F − 1 contents follow a Zipf distribution with skewness parameter
α and the sum probability being 0.5. In the following simulation, the skewness
parameter is set to α = 1. Each BS can caches up to C = 10 contents. More
results with different setups can be found in [7].

Effects of Caching
We first evaluate the caching effects and compare the performance of different
caching strategies in Fig. 1.2. We consider two scenarios with the number of
users being K = 30 and K = 7, respectively. The skewness parameter α is set
to α = 1. It can be seen that by carefully designing the caching strategy, the
proposed heuristic caching strategy can significantly reduce the backhaul cost,
and hence improve the tradeoff performance between backhaul and power. In
addition, it is observed that PopC is superior to ProC for most of the tradeoff
parameter η, except the extreme case when η → 0. Intuitively, in PopC, the
most popular contents are cached in all BSs, the cooperative transmission gain
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Figure 1.2 Performance comparison of different caching strategies.
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Figure 1.3 Performance comparison between multicast transmission and unicast
transmission.

can then be fully exploited. This is very helpful when the network does not care
about the backhaul overhead. However, when backhaul is the main concern of
the network cost (i.e., η → 0), ProC can outperform PopC. We can also see that
all the caching strategies has the minimum transmit power. This is because the
minimum transmit power only depends on the target SINRs of the multicast
groups.

Effects of Multicasting
We also illustrate the performance comparison of multicast transmission and uni-
cast transmission with different number of active users in Fig. 1.3. For unicast
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transmission, we design an individual beamformer for each of the users regard-
less of their requested contents. In order to ensure fairness of the backhaul link
overhead, if multiple users that request a same content are served by a same
BS, the BS only needs to fetch a copy of the content from the CP with the
maximum requested rate if it does not cache the content. We adopt the iterative
reweighted ℓ1-norm based algorithm proposed in [16] to solve the sparse unicast
beamforming problem.

From Fig. 1.3, it is seen that when K = 30, the unicast transmission performs
very poorly. This is mainly due to that the number of transmit antennas is
less than the number of users, and hence there is no enough design dimensions
for the unicast beamforming. On the other hand, the performance of multicast
transmission is much better since it can exploit the content reuse feature among
different users and hence fewer beamformers are required. With the number of
users decreasing, the performance of unicast transmission becomes better, but
still far inferior to multicast transmission. Specifically, in the extreme case when
η → +∞, which means only power cost is concerned, we can see that multicast
transmission can save 3 dB power comparing with unicast transmission when
K = 20.

1.4 Caching at BSs for Multicasting in Backhaul Link

1.4.1 Joint BS Cache Allocation and Beamforming Design
Next, we study the effect of caching to improve the wireless backhauling of cloud
RAN. We consider the downlink transmission with wireless multicast backhaul,
where each user is cooperatively served by a single cluster of BSs. The CP deliver
the user’s message to these BSs via multicasting. The BSs can also pre-store some
fractions of the popular contents during the off-peak hours. The rest of the con-
tents will be fetched from the CP using coded delivery via the wireless multicast
backhaul. Assuming that the CP is equipped with multiple antennas and given
a total cache size constraint, we study the joint design of cache size allocation
at the BSs and the multicast beamforming transmission at the CP so that the
expected downloading time of requested files in (1.6) from the CP to the BSs is
minimized. It is worthwhile emphasizing that the designs of cache size allocation
and the beamforming strategy occur in two different timescales. The cache size
allocation is optimized in a much large timescale, which is adaptive to the long-
term statistics of the wireless backhaul channel, while the beamforming design
is performed under a given cache size allocation and adapts to the instantaneous
channel conditions.

Single-File Case: We consider the single file case of normalized size and
formulate a mixed-timescale problem for joint design of cache size allocation and
multicast beamforming. We first focus on the beamforming design in the shorter
timescale with fixed cache size allocation and given content placement. Suppose
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that w is the beamforming vector used by the CP and hn is the channel between
the n-th BS and the CP. The mutual information can be expressed as

I(x; yn) = log

(
1 +

Tr (HnW)

σ2

)
,

where σ2 is the variance of the complex Gaussian noise, Hn = hnh
H
n is the

channel covariance matrix, W = wwH is the covariance matrix for the transmit
signal x, where {W ⪰ 0 | Tr (W) ≤ P, rank(W) = 1}, and P is the peak power
of the CP. We shall drop the rank-one constraint in the above set and define

W = {W ⪰ 0 | Tr (W) ≤ P} .

With the given cache allocation {Cn}, the file downloading time (1.6) can be
expressed as

T ∗ = min
W∈W

max
n

 1− Cn

log
(
1 + Tr(HnW)

σ2

)
 . (1.13)

Suppose that all Hn remain constant within a coherent block but change accord-
ing to certain channel distribution in different coherent blocks, then T ∗ in (1.13)
is a random variable. In this chapter, our aim is to find the optimal cache size
allocation such that the long-term expected file downloading time is minimized.
The problem can be mathematically formulated as [10]:

min
{Cn}

E{Hn} [T
∗] (1.14a)

s.t.
∑
n∈N

Cn ≤ C, 0 ≤ Cn ≤ 1, n ∈ N . (1.14b)

where C(≤ N) is the total cache size across all the BSs.
This problem is difficult mainly due to expectation in the objective function

(1.14a), which has no closed-form expression. A popular approach to handling
this difficulty is to approximate the expectation in (1.14a) with its sample average
[17]. By adopting the sample average approximation, the above problem can be
approximated as:

min
{Cn,Wm}

1

Ms

Ms∑
m=1

max
n

 1− Cn

log
(
1 +

Tr(Hm
n Wm)
σ2

)
 (1.15a)

s.t.
∑
n

Cn ≤ C, 0 ≤ Cn ≤ 1, n ∈ N , (1.15b)

Tr (Wm) ≤ P, Wm ⪰ 0, m ∈ Ms, (1.15c)

where Ms is the sample size, Ms := {1, 2, . . . ,Ms} , {Hm
n }m∈Ms

are the sam-
ples of Hn, and Wm is the covariance matrix corresponding to the samples
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{Hm
n }n∈N . Furthermore, dropping the constant 1/Ms in (1.15a) and introduc-

ing the auxiliary variable {ξm}, problem (1.15) can be reformulated as

min
{Cn,Wm, ξm}

Ms∑
m=1

1

ξm
(1.16a)

s.t. log

(
1 +

Tr (Hm
n Wm)

σ2

)
≥ ξm(1− Cn), n ∈ N , m ∈ Ms,

(1.16b)
(1.15b) and (1.15c).

The above problem (1.16) can be efficiently solved by the trust region method
[18], where the nonconvex term ξm(1−Cn) in (1.16b) is iteratively approximated
by its first-order Taylor expansion and the approximation subproblem at each
iteration is convex and can be solved by the ADMM approach [19]. For more
details of solving problem (1.14), please refer to [10].

Multi-File Case: We now study the cache size allocation problem in the
general case with multiple files and different popularities. We assume that the
user requests file f with probability pf , f ∈ F := {1, 2, . . . , F}, where

∑
f pf =

1. The fraction of file f cached in BS n is Cnf . Therefore, we have the total
cache size constraint

∑
n

∑
f Cnf ≤ C, where C ≤ NF . If file f is requested, the

downloading time, denoted as T ∗
f , can be expressed as

T ∗
f = min

Wf∈W
max
n

 1− Cnf

log
(
1 +

Tr(HnWf )
σ2

)
 . (1.17)

Different from the downloading time (1.13) in the single file case, the above
downloading time T ∗

f depends on both the channel conditions and the requested
file. We then formulate the cache size allocation problem with multiple files as
[10]

min
{Cnf}

∑
f

pfE{Hn}
[
T ∗
f

]
(1.18a)

s.t.
∑
n

∑
f

Cnf ≤ C, 0 ≤ Cnf ≤ 1, n ∈ N , f ∈ F . (1.18b)

This problem can be solved using the same sample approximation approach as
in the single file case. Please see [10] for more details.

1.4.2 Performance Evaluation
In this section, we demonstrate the performance of the proposed cache size al-
location scheme via simulations. As shown in Fig. 1.4, we consider a C-RAN
with N = 5 BSs, where the BSs are randomly distributed on one side of the CP.
The distances between the CP and the BSs are (398, 278, 473, 286, 267) meters,
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Figure 1.4 An example of C-RAN with 5 BSs.

respectively. We generate 1000 channel realizations of hn according to the distri-
bution hn = K

1/2
n vn, where Kn denotes the large-scale path-loss component and

vn is the small-scale fading. The path-loss is modeled as 128.1+37.6 log10(d) dB,
where d is the distance in kilometers.The small-scale fading is modeled as a ran-
dom vector following the independently and identically Gaussian distribution,
i.e., vn ∼ CN (0, 1). We use the first 100 samples for the sample average approx-
imation method to optimize the cache allocation while the rest 900 samples to
evaluate the performance with the obtained cache allocation. More parameters
settings can be found in Table I of [10].

Cache Size Allocation with Varying Channel Strengths
In this part, the superiority of the proposed scheme is demonstrate when caching
a single file across multiple BSs with different channel strengths. The following
schemes are considered as benchmark:

• Uniform Cache Allocation: Each BS has the same cache size of Cn = C/N ;
• Proportional Cache Allocation: The allocated cache sizes among the BSs sat-

isfy that (F − Cn) / log
(
1 + PTr(Kn)

Nσ2

)
are equalized for all n;

• Lower Bound: We solve problem (1.13) to obtain the cache sizes by treating
{Cn} as the optimization variables for each channel realization. This is not
practical, but can serve as a lower bound for the minimum expected file
downloading time;

• Rank-One Multicast Beamformer: The cache sizes are the same as the opti-
mized scheme, but with the multicast beamformer being rank-one obtained
using eigenvector decomposition.

In Table 1.1, we show the cache size allocation obtained by different schemes
under normalized total cache size constraint C = 1. It can be seen that the
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Table 1.1 Cache allocation for different schemes under normalized total cache size C = 1.
XXXXXXXXXBSs

Schemes Uniform Proportional Optimized

BS1 0.2 0.232 0.222

BS2 0.2 0.170 0.071

BS3 0.2 0.261 0.588

BS4 0.2 0.175 0.101

BS5 0.2 0.163 0.019
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Figure 1.5 CDF of downloading time under different caching schemes.

proposed caching scheme and the proportional caching scheme allocate more
cache size to the weaker BS 3 comparing with the uniform caching scheme, but
our scheme is more aggressive. In Fig. 1.5, we compare the cumulative distribu-
tion function (CDF) of the downloading time between different caching schemes.
From Fig. 1.5, we first see that the proposed caching scheme is superior to all the
benchmark schemes in the high downloading time regime. It is also seen that the
performance loss of the rank-one multicast beamformer is negligible compared
to the solution obtained by solving (1.13).

Cache Allocation for Files of Varying Popularity
In this part, we show simulation results for the cache size allocation schemes
with multiple files and different popularities. We first consider only two files
with the request probabilities being (p1, p2) shown in the first row of Table 1.2.
Each column denotes the cache size allocation of the BSs under different file
popularities given in the first row. From Table 1.2 we first see that for different
file popularities, the cache size of the weakest BS 3 is always the largest, as in the
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Table 1.2 Optimized cache allocation for a 2-file case with different file popularities
under C = 1.

BSs File Popularity (p1, p2)
(0.5, 0.5) (0.6, 0.4) (0.7, 0.3) (0.8, 0.2) (0.9, 0.1)

BS1 (0.082, 0.082) (0.132, 0.027) (0.168, 0) (0.202, 0) (0.222, 0)

BS2 (0, 0) (0, 0) (0, 0) (0.046, 0) (0.071, 0)

BS3 (0.418, 0.418) (0.482, 0.359) (0.536, 0.27) (0.568, 0.109) (0.588, 0)

BS4 (0, 0) (0, 0) (0.026, 0) (0.075, 0) (0.101, 0)

BS5 (0, 0) (0, 0) (0, 0) (0, 0) (0.018, 0)

Total (0.5, 0.5) (0.614, 0.386) (0.73, 0.27) (0.891, 0.109) (1, 0)

single file case shown in Table 1.1. We also seen that the more popular a file is,
the more cache size it will be allocated. For example, when (p1, p2) = (0.9, 0.1),
file 1 occupies all the cache space without caching any fraction of file 2.

In Fig. 1.6, we compare the file downloading time of the optimized cache
scheme with the following benchmarks:

• Uniform Cache Allocation: All the files has the same cache size of Cnf =

C/NF at all the BSs;
• Proportional Cache Allocation: The total allocated cache size of file f is first

set as pfC. The cache size of this file is then obtained according to the
Proportional Cache Allocation scheme in the single file case;

• Caching the Most Popular File: We cache the most popular file in its entirety
first, followed by caching of the second most popular file, and so on. When
the remaining cache space is not enough for caching a whole file, we allocate
the remaining cache space according to the Proportional Cache Allocation
scheme.

In Fig. 1.6, we consider F = 4 files and assume the file popularity follows the
the Zipf distribution [20], i.e., pf = f−α∑F

i=1 i−α ,∀ f . We compare the average down-
loading time of all the schemes with different α. Note that when α increases, the
differences among the file popularities also increase. From Fig. 1.6, it can be seen
that for all schemes, except the uniform scheme, the average downloading time
decreases when α increases. This is expected, since in uniform cache allocation
scheme, the cache sizes of all files are the same, the downloading time is the same
for all files. While in other three schemes, more cache sizes are allocated to the
files with larger popularities. We can also see that the proposed caching scheme
outperforms other three schemes for different α, and it converges to the scheme
of caching the most popular file when α = 1.5.

To sum up, from the above simulation results and discussions, it is benefit to
allocate more cache sizes to the files with larger popularities and our proposed
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Figure 1.6 Average downloading time for different Zipf file distributions under the
same number of files F = 4 and the total normalized cache size C = 4.

cache allocation scheme can provide a better cache allocation solution compared
to the heuristic schemes.

1.5 Conclusions and Open Issues

This chapter presents a content-centric framework for transmission optimization
in cloud RANs by leveraging caching and multicasting. We first study the effects
of caching and multicasting on the access link in a cloud RAN with dedicated
backhaul through the joint design of the content-centric BS clustering and mul-
ticast beamforming under different but given BS caching strategies. Simulation
results show that our proposed content-centric multicast transmission is much
superior to the traditional user-centric unicast transmission in terms of system
total transmit power reduction and backhaul saving. We then study the effects of
caching and multicasting on backhaul link in a cloud RAN with wireless backhaul
through the joint design of cache size allocation at the BSs and the multicast
beamforming at the CP. Numerical results show the optimized cache size alloca-
tion scheme can greatly improve the network performance comparing with other
heuristic schemes.

To exploit the full potential of cache-enabled cloud RAN, it is worthwhile to
investigate the joint design of access and backhaul links in the future. It is also
of practical importance to seek a scalable solution for caching and multicasting
in a large scale of cache-enabled cloud RAN.
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