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Abstract—A significant portion of the end-to-end delay in high-
rate DSL systems is due to the Impulse Noise protection scheme
employed in order to shield those systems against random, non-
stationary noise bursts of high energy that appear on the copper
lines. Systems are protected from Impulse Noise using a combi-
nation of interleaving and Reed-Solomon codes. In order to lower
the end-to-end delay without reducing the data rate that is avail-
able to the user, one needs to decrease the interleaver depth. This
paper presents a way to achieve this reduction without compro-
mising neither the robustness to noise bursts nor the data rate of
the system. The proposed algorithm relies on the inner code used
by many DSL systems and uses the metric provided by the inner
code decoder at the receiver. A DMT-VDSL system is used as a
particular example of the achieved reduction of the end-to-end
delay.

I. INTRODUCTION

In recent years, broadband services have been experiencing
a constantly growing popularity. A large portion of these ser-
vices is based on some form of the so-called Digital Subscriber
Loop (DSL) standards. Early DSL systems have offered dra-
matically increased rates to the users through the same twisted
pairs previously used by voiceband modems. Widely deployed
ADSL systems currently offer typical rates of 1 Mbps, some-
times reaching 6 Mbps for customers close to the Central Of-
fice. These first-generation systems have used single-user de-
signs, assuming worst-case crosstalk scenarios, and imposing
power spectral density limits on the transmitted energy in or-
der to avoid interfering with other DSL systems collocated in
the same bundle. Therefore, in that sense they are designed
conservatively and don’t take full advantage of the capacity of
each copper pair. Moreover, large design margins are used to
guarantee trouble-free operation.

The demand for even higher rates and the potential of the ex-
isting copper network infrastructure have been driving the re-
search for more efficient deployments of DSL systems and ad-
vanced signal processing methods. In order to achieve higher
rates, more sophisticated designs such as the ones proposed
in [1], [2], [3], and [4] are needed. By making use of these
methods and by also reducing the loop lengths, new standards,
such as VDSL, focus on increasing the data rates available to
the customers to sometimes as much as 100 Mbps in order to
support Ethernet networks.

For many applications that require such speeds it is also im-
portant that the end-to-end delay be kept below some accept-
able limits. To a large extent, end-to-end delay is due to inter-
leaving that is applied in order to protect DSL systems from
Impulse Noise, i.e., noise bursts of non-stationary nature and
relatively high energy that appear on the copper lines. The
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noise bursts are caused by electromagnetic interference and can
be due to physical phenomena, but also to electrical switches,
motors and home appliances. In addition to interleaving, Im-
pulse Noise rejection is assisted by the large margins used by
current systems. As the margins are lowered to allow better use
of the channel, Impulse Noise protection relies increasingly on
interleaving.

Lately, there has been an increased interest in the model-
ing of Impulse Noise by many researchers and operators [5],
[6], [7], [8], [9]. Despite the ongoing effort, because of the
highly non-stationary nature and the variety of the measured
noise bursts, a universally accepted model is yet to be agreed
upon.

As is explained in more detail in Section II, Impulse Noise
protection is achieved using a combination of Reed-Solomon
(RS) codes and interleaving. In order to reduce the end-to-end
delay, the interleaver depth needs to be decreased, which trans-
lates into either increasing the code redundancy, thus reducing
the rate that is available to the user, or lowering the level of
Impulse Noise protection. A third way to reduce the required
interleaver depth is to use erasure decoding and take advantage
of the fact that for a given amount of parity bytes the error-
correcting capability of an RS code is doubled when erasures
are used.

This property of RS codes has been used in [10] to develop
an erasure method based on unused tones in a DMT-based sys-
tem. In [11], a method that indicates the location of the era-
sures in a DSL system that satisfies certain conditions is pro-
posed. The method works irrespective of whether an inner
code is used by the DSL system, and can also be applied to
Single Carrier Modulation DSL systems. This paper deals with
the case where an inner code is employed. It will be shown that
bytes can be reliably erased by directly using the information
provided by the inner code decoder at the receiver.

Section II contains a description of the generic Impulse
Noise protection scheme. Section III presents the triangular in-
terleaver proposed in the DSL standards. The proposed method
is discussed in Section IV, and its performance is quantified
using simulations in Section V. Section VI summarizes the
contribution of this study and presents current research topics.

II. SYSTEM MODEL

Fig. 1 depicts the Impulse Noise protection scheme used
by DSL systems. The data bytes provided by the upper layers
of the transmission system are passed to an RS encoder that
generates P parity bytes for every K data bytes, thus form-
ing blocks of N = K + P bytes. Reed-Solomon codes are
block codes that use symbol alphabets in GF'(2™). In cur-
rent DSL systems, the used symbols are bytes, so RS codes
in GF(28) are used, the maximum codeword size in this case
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Fig. 1. The system model

being N = 255 bytes. Each codeword of an (N, K) RS code
will be correctly decoded at the receiver provided that the num-

ber of erroneous bytes in the codeword does not exceed LgJ
Moreover, when the location of the errors is known (which is
commonly referred to as erasure decoding), up to P bytes can
be in error. In general, the number of erasures e and the number
of errors with unknown locations f need to satisfy the relation
e + 2f < P in order for the decoder to be able to reconstruct
correctly the original codeword. Reed-Solomon codes are de-
scribed in detail in error-correcting codes texts such as [12].

The encoded bytes are then interleaved in order to spread
error bursts. Provided that the interleaver depth D is large
enough compared to the bursts duration, this effectively cre-
ates a (DN, DK) code, therefore increasing the burst error-
correction capability of the system by a factor equal to D.
However, this comes at the expense of increased end-to-end
delay that is proportional to D. In order to reduce the delay,
D has to be decreased. This can be achieved by providing era-
sures to the RS decoder that help increase the number of bytes
that can be corrected for a given value of parity P, allowing the
use of a smaller value for D.

The interleaved bytes are then passed to the DSL system for
transmission. In this paper it is assumed that the DSL sys-
tem uses an inner code. Hence, the interleaved data are re-
encoded before being sent to the channel. Inner codes are used
to improve the immunity to white noise. For example, Wei’s
4-dimensional, 16-state Trellis code that is used in Section V
can provide an additional gain of up to 1.6 dB (for Bit Error
Probability equal to 10~ ") when concatenated with an outer RS
code. However, when a noise burst of large amplitude appears,
even the inner code will not be able to deter the corruption of
some of the data. Nevertheless, one can exploit the fact that the
decoder of the inner code that is implemented at the receiver
will be able to detect that a noise burst has appeared by the
larger-than-usual metric that is calculated at each state transi-
tion. This information can then be passed to the outer decoder
and used to mark the potentially corrupted bytes as erasures
before decoding. The information passed to the RS decoder is
depicted by the dotted line in Fig. 1. The deinterleaver map-
ping is also needed in order to correctly mark the bytes at the
input of the RS decoder. The RS decoder uses the erasure in-
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Fig. 2. Generalized Triangular Interleaver

formation to reconstruct the original RS blocks. Provided that
the erasures are correct and that the equation e + 2f < P is
satisfied, user data are successfully recovered at the receiver.
Concatenated inner and outer coding schemes are currently
widely used by many transmission and storage systems. Soft
information exchange between the inner and the outer decoder
is also a well-studied concept and dates back to the work of
Forney [13]. The difference with previous work that has fo-
cused on evaluating the coding gain for static noise, is that
in this study the information exchange between the inner and
outer decoder is used to assist recovery from the high-energy,
non-stationary noise impulses that appear on DSL systems.

III. INTERLEAVING
A. The generalized triangular interleaver

To illustrate the byte-erasure technique, the generalized tri-
angular interleaver of Fig. 2 that is proposed for VDSL systems
is used [14]. The generalized triangular interleaver treats data
in blocks of I bytes, where N = kI, k an integer, and N is the
size of the RS codewords. M is a parameter that determines
the interleaver depth.

Each byte of each block of I bytes is sent to a buffer with
different delay. It can be seen that the i-th byte of each block is
delayed by (i — 1)I M. Thus, the largest delay is experienced
by the I-th byte and is equal to (I — 1)I M. The largest delay
determines the overall delay of the system, and therefore, the
end-to-end delay when using the generalized triangular inter-
leaver is equal to d = (I — 1)I M bytes. The interleaver depth
isequalto D = I M.

Typical values that are used in DSL systems are k£ = 8 for
(N, K) = (240,224), which results in blocks of size I = 30,
and k = 4 for (N, K) = (144, 128), which yields blocks of
size I = 36. An interleaving example is shown in Fig. 3,
where N = 6, k = 2 and I = 3 to simplify the diagram.

B. Calculation of the required interleaver depth
Suppose that ¢, the correction capability of the RS code (¢
equals P or LgJ depending on whether erasures are used) sat-
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Fig. 3. Interleaving using a generalized triangular interleaver
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isfies t > k, and that the i-th byte of an RS block gets mapped
to a location in the interleaved stream that is corrupted by Im-
pulse Noise. The delay of this byte is ((¢ — 1) mod I)IM. In
the worst case, all the other k—1 bytes that experience the same
delay will fall on the corrupted area of the interleaved stream
and therefore all k£ bytes will be corrupted. Suppose now that
the next group of k bytes in the same RS block whose delay is
(i mod I)IM also falls in the corrupted area of the inteleaved
stream. Then, up to 2k bytes of the original block may be in
error. By induction, it can be seen that if the error-correction
capability of the RS code is equal to ¢ bytes, then the system
can tolerate up to L%J such “groups” of bytes to fall on the cor-
rupted area. Hence, the difference in the delay of bytes that are
more than L%J groups apart should be larger than the length of

the corrupted area. Therefore, if the corrupted area has a length
of L bytes, we must have

{%J1M>L:$M>ﬁ:%’”‘": {#w

k
Note that for a certain length L of the noise burst, the value of
M that has to be used for a given level of protection depends
on I. When the location of the corrupted bytes is unknown,

t = | £ |, whereas when erasures are used ¢ = P, which ap-
proximately halves M, and therefore the end-to-end delay. In
practice, it is safer to design a system so that the maximum
number of erased bytes per RS block is smaller than P in or-
der to allow for the detection of bytes corrupted by static noise
outliers. For example, one could erase up to P — 2 bytes in a
RS codeword, in order to be able to correct one more erroneous

byte in an unknown location.

IV. USING THE METRIC OF THE INNER CODE DECODER

In order to demonstrate how reliability information is used
to provide erasures in DSL systems, Wei’s 4-dimensional, 16-
state Trellis code that is used in actual DMT systems is con-
sidered [15], [16]. However, as it will become apparent by the
discussion of this section, any inner code whose decoder uses
some kind of metric to select the most likely paths and/or con-
stellation symbols can be employed.

A. Wei’s Trellis Code in DMT systems

DMT standards include the option of using Wei’s 4D Trellis
code in order to improve the system’s performance. The tones
are ordered and encoding is done in pairs of tones across each
DMT symbol. The implementation details and the Trellis dia-
gram of Wei’s code can be found in [16]. The achievable gains
for systems using the concatenated scheme consisting of Wei’s
inner code and an outer RS code have been analyzed in [17],
and are typically between 5.2 and 5.5 dB.

In order to decode the bits of each DMT symbol a Viterbi
decoder operating along the lines proposed by Wei in [15] is
used. At every state transition ¢ which corresponds to a pair
of DMT tones, the cost-to-go ¢(s, i) corresponding to each of
the 16 states is evaluated, and the smallest-cost path to each
state is updated. At the end of the decoding of a DMT block,
each state s has an associated metric ¢(I, s), where I the total
number of pairs of tones with nonzero number of bits. The
state with the smallest cost-to-go is selected, and the sequence
corresponding to the smallest cost to that state constitutes the
decoded data.

B. Impulse Noise

In transmission systems, the available energy is allocated to
the transmitted constellation such that the probability of error
be kept below some value, typically of the order of 10~ or
10~ 7 for DSL systems. When coding is used, the achieved cod-
ing gain lowers the power that is required in order to achieve
that error probability. However, inner codes target the isolated
outliers of static noise and not the high-energy, non-stationary
noise bursts. Therefore, when a system is hit by an impulse,
if the impulse duration is large, or if its energy is high, the de-
coder will not be able to successfully reconstruct the data. This
is the main reason why the inner code has to be concatenated
with an error-correcting outer code such as RS codes in DSL
systems. Nevertheless, although in many cases the inner code
will not be able to transmit the data without some of the bits
being corrupted, there will be a very reliable indication that
part of the data stream has been corrupted because of the large
decoder metric. For the case of the Viterbi decoder of Wei’s
code, if the Impulse Noise is large enough, all the state met-
rics will have values much larger than when only static noise is
present.

In the absence of Impulse Noise, and assuming that the sys-
tem has been designed to achieve a very small bit error prob-
ability, the received constellation points will be close to the
originally transmitted ones. Therefore, when evaluating the
costs-to-go for each state at each transition, one of them will
be clearly smaller than the others. If an unusually large value of
static noise gets superimposed on the transmitted symbols, the
metric will increase, and the distinction between the states will
become less clear. However, since such events happen with
very low probability in a well-designed system, the overall
metric will still be relatively low compared to the case where
a noise burst is superimposed on the transmitted data stream.
Moreover, the duration of the disturbance will be small. Such
events, and the short bursts that will result after the inner code
decoding can be corrected by the outer code without the need
to provide erasures.

When a noise burst appears, the distance between received
and transmitted symbols will increase significantly and for a
longer period of time. By monitoring how the Viterbi met-
ric ¢(i, s) increases during the decoding process, or using the
final value ¢(I, s) at the end of the DMT symbol, one can con-
clude with very high reliability if a noise burst has corrupted
the symbol. If the metric is relatively small, then nothing un-
usual has occurred and the decoder of the inner code will either
have managed to reconstruct the original data or there will be a
short error burst at the output that can be dealt with even if no
erasures are used. However, if the metric exceeds some thresh-
old, it is certain that an Impulse Noise has appeared. In this
case, the inner code decoder can instruct the outer RS decoder
to erase the bytes corresponding to the corrupted DMT symbol
(or data block in single-carrier systems).

C. Refining the localization of the erroneous data

In DSL standards [14], [18], [19], noise bursts are assumed
to be limited to a maximum length, and systems who seek to
provide complete Impulse Noise protection should use inter-
leaver depths that can result to correction of even the worst-
case noise. Contrary to the case where no erasures are used,
it is very important not only to mark the potentially corrupted
bytes, but also to avoid over-marking data, since the total era-
sures may exceed the correction capability of the RS code.
If the assumption that impulses don’t exceed a certain length
holds, there will be a limit to the number of corrupted blocks

2433



decrease threshold

data in
metric from bytes to be errors in Y
LAJ N

inner code erased decoder data?
v data out

initial threshold decoding successful

Fig. 4. Refining the metric threshold selection

and over-marking is not a risk when the inner decoder metric
is used to provide erasures.

In practice, non-stationary noise protection may be more
challenging. There is some indication that there may be im-
pulses with interarrival times that are comparable to the max-
imum end-to-end delay that can be used. Moreover, as de-
sign margins are lowered, interference due HAM radio oper-
ators that appears outside the reserved RF bands due to non-
linearities of the circuits may interfere with the transmitted
data. The duration of such interferers may well exceed the
maximum Impulse Noise duration, and may result in errors
even after the outer RS decoder. However, if the localization
of the erroneous bytes is refined, leading to fewer erasures, one
can expect to be able to improve the system performance with-
out increasing the interleaver depth. In Section IV-B it was
assumed that a whole DMT symbol is marked if an impulse
appears somewhere along the tones. Correspondingly, for a
coded single-carrier system, one would need to consider a suf-
ficiently large window of data to ensure that the impulse/no
impulse hypothesis is correctly evaluated. By beginning to ex-
amine smaller sections of a DMT symbol, or by reducing the
window in a single-carrier system, the risk of not marking cor-
rupted data increases. On the other hand, one cannot know in
advance if the disturbance is an impulse limited to the dura-
tion specified by the standards. Thus, by using a conservative
method to mark the erased bytes it is possible to over-mark
the data and therefore cause decoding failure at the outer code
because of the number of erasures exceeding the code parity.

One possible way to deal with such cases is to send more
information to the outer decoder. More specifically, instead
of only sending an erasure/no erasure decision, the inner code
could be sending the metric value over a predetermined num-
ber of state transitions, or the difference of the metric value
after each state transition. This is also interesting from a prac-
tical point of view, since usually Viterbi decoders only use a
certain depth when calculating the state metrics, and only keep
the sum of the metrics over the most recent transitions. The
outer RS decoder can then erase in each codeword the bytes
associated with the P largest metrics or use an iterative scheme
that successively lowers the value of the metric of the bytes to
be erased until correction is achieved. A generic algorithm is
depicted in Fig. 4.

The choice of a good metric and threshold in order to refine
the localization of the corrupted bytes is a topic of current re-
search and still being investigated. Therefore, the simulations
of Section V deal with the case where there is only an im-
pulse/no impulse hypothesis that needs to be evaluated, with
the impulse known a priori not to exceed a maximum length
used for the interleaver design.

V. SIMULATION RESULTS
A. Interleaver Parameters for the DMT-VDSL case

The remainder of this paper considers the case of DMT-
VDSL to simulate the performance of the proposed Impulse

Noise protection scheme. In DMT-VDSL, the duration of each
symbol is equal to 250 us. A noise burst of 500 us, which
is the maximum duration specified in the standards [18], [19],
will affect up to 3 DMT symbols depending on the alignment
of the FFT and the temporal occurrence of the noise burst. In
general, the receiver’s FFT spreads the impulse so that some
tones of the DMT symbol will not be affected. However, some
of the impulses measured in actual local loops have very high
energies and can corrupt most of the bytes of each symbol.
Moreover, there have been impulses measured on the network
of France Télécom that exceed 500 us. Therefore, the simu-
lations use an interleaver depth that allows the outer code to
correct noise bursts of length of up to 4 DMT symbols that
appear at the deinterleaver input.

Suppose that each DMT symbol carries B bytes. Then, in
the worst case, up to 48 consecutive bytes (belonging to 4 con-
secutive DMT symbols) will be corrupted. As shown in Sec-
tion III, M has to satisfy

4B w
k)1

B(I—
MI(I — 1) > 280D

:
bytes. To convert the delay to seconds, recall that for DMT
systems it takes 250 ps to transmit B bytes. Therefore,

{ 4B
&7
B. Achieved reduction of the end-to-end delay

Simulated transmission on a DMT-VDSL system with dif-
ferent Impulse Noise bursts is used to verify the improvement
in error correction when using erasures assisted by the inner
code decoder. A data buffer is constructed and then encoded
using (N, K) = (240, 224), (144, 128) and (64, 48). Then the
data are transmitted to the downstream direction using a DMT-
VDSL system with parameters shown in Table I. Before being
sent to the channel, each DMT symbol is encoded using Wei’s
code. The transmission is impaired by a deterministic noise
burst that is superimposed to the received modulated data. The
received data are then demodulated, decoded by an inner de-
coder and then passed together with the erasures information
to the outer RS decoder.

Three RS code scenarios are chosen to examine three differ-
ent options for the system design.

e (240,224): The Trellis coding gain (=~ 1.3 dB) is used
to extend the system reach. The RS parity overhead is small,
leading to a relatively large end-to-end delay.

e (144,128): moderate RS parity overhead, part of the DSL
loop length is exchanged for increased parity, thus reduced
end-to-end delay.

e (64,48): Very large RS overhead is used. In this case,
the Trellis coding gain (= 0.2 dB) is very small and the loop
length is approximately equal to that of a system not using an
inner code. In this case the role of the Trellis code is to assist
erasures rather than reduce the Bit Error Rate for static noise.

Due to the lack of a generally acceptable model, three rep-
resentative impulses provided by France Télécom are used for
the simulations. The first two represent the worst-case scenario
for which the system is designed. They are of long duration and
high energy and corrupt a large number of bytes of 4 consec-
utive DMT symbols. The third impulse lasts for 115 ps and

L 4B
M>— =

FIEANEI

Then, the end-to-end delay is d =

dmin =
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can therefore corrupt the bytes of up to 2 DMT symbols. To
facilitate comparisons with [11] and emphasize the fact that the
method of this paper leads to the same reduction of the delay,
the same impulses as in [11] are used.

Table II compares the end-to-end delay that is required in or-
der to protect the system from each of the three impulses, com-
pared to the delay when erasures are not used. It also gives the
corresponding value of M for the target rate of Table I. If the
designer allocates parity bytes for the correction of erroneous
bytes whose location is not known, the delay will take values
between the two extreme cases of no erasures or P erasures.

Clearly, the use of erasures leads to a significant reduction
of the delay. In addition to abiding by the 20-ms limit imposed
by the VDSL standards, the system is now immune to noise
bursts with smaller interarrival times, since the byte spreading
due to interleaving is less extensive. Note the lower end-to-end
delay of (144,128) and (64, 48) codes, due to the fact that the
parity overhead is larger. In general, the delay can be reduced
by allocating a larger portion of the transmitted data to parity.
To achieve this goal, one can use the gain provided by the inner
code, or the gain due to sophisticated interference cancellation
methods such as [1], [2], [3], and [4]. Moreover, as the impulse
gets shorter, the improvement due to erasures is less dramatic.
This is due to the fact that by erasing a whole symbol, one may
mark bytes that do not belong to the corrupted area. However,
if one designs for the worst-case impulses, erasures have to be
employed in order to be able to achieve a considerable reduc-
tion of the end-to-end delay.

VI. CONCLUSION

In this study, the end-to-end delay of a DSL system is re-
duced by using information from the decoding of the inner
code to erase potentially corrupted bytes before their being
passed to the outer RS decoder. The information comes from
the metric used by the inner code decoder. As an example,
the cost-to-go evaluated by a Viterbi decoder of Wei’s 4D code
used in DMT-DSL systems was considered. It was shown that
the delay can be reduced considerably with respect to the case
where no cooperation exists between the inner and outer code,
and that the robustness of the system against noise impulses is
not compromised.

To deal with the case of lower energy but higher duration
noise bursts, as well as RF interference due to HAM operators,

TABLE 1
DMT-VDSL PARAMETERS USED FOR THE SIMULATIONS

([ parameter [ value |
transmission Downstream FTTEX
rate (to upper layer) 23.168 Mbps
tones + cyclic prefix 4096 + 320 (complex)
tone spacing 43125 kHz
symbol error probability 107
band plan 998
PSD mask Pex.P2.LT.M1 of [19]
maximum power 11.5dB
margin 6 dB
RS & Wei coding gain 5.2 dB [17]
RS only coding gain 3.86 dB for (240, 224) code,
coding gain 4.22 dB for (144, 128) code,
(no inner code) 5.02 dB for (64, 48) code.
background static noise Model E of ETSI
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TABLE II
MINIMUM DELAY FOR IMPULSE NOISE PROTECTION

noise code delay | M delay [ M
number | (N, K) no erasures erasures

(240,224) | 27775 ms | 106 | 1475 ms | 56

1 (144,128) | 16.75ms | 44 | 925ms | 24

(64, 48) 7.5 ms 25 | 425ms [ 14

(240,224) | 2925 ms | 112 | 1475 ms | 56

2 (144,128) | 17775ms | 47 | 925ms | 24

(64, 48) 8 ms 27 | 425ms | 14

(240, 224) 12 ms 46 75ms | 28

3 (144,128) | 625ms | 16 | 475ms | 12

(64, 48) 2.75 ms 9 225ms | 7

arefinement of the presented method which is a topic of current
research was briefly described. Such methods are expected to
find use as design margins in DSL systems are reduced in order
to allow more efficient use of twisted pairs in data transmission.
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